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Abstract

Despite many approaches of neoclassical and endogamnowth theory, economists still face
problems in explaining the reasons for income thifiees between countries. Institutional
economics and the deep determinants of growthatitee try to depart from pure economic
facts to examine economic development. Therefdnes article analyzes the impact of
institutions, geography, and integration on per iteapncome. Concerning theoretical
reasoning, emphasis is on the emergence of inshgiand their effect on economic growth.
However, institutions can appear in different slsagace political, legal, and economic
restrictions are not the only constraints on hurbhahaviour. Norms and values also limit
possible actions. Therefore, a differentiation lestw formal and informal institutions is
made. Informal institutions are defined as beliat§fudes, moral, conventions, and codes of
conduct.

Property rights are assumed to be the basic foimsatutional feature for economic success.
Despite their direct impact on growth through indial utility maximization, property rights
also make a statement concerning the politicallegal environment of a country.

Regarding the regression analysis, different religi affiliations are used as instrumental
variables for formal and informal institutions.

The regression results affirm a crucial role ofornfial and formal institutions concerning
economic development. However, a high proportioRmitestant citizens encourage informal
institutions that support economic growth, whileigh Muslim proportion of the population

is negatively correlated with growth-supportingniad institutions.
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1. Introduction

Despite many approaches of neoclassical and endogamnowth theory, economists still face
problems in explaining the reasons for income diffiees between countries. Economic
growth cannot be solely determined by the conveatidactors of production like physical
and human capital accumulation and technologicayness. However, breaking down the
unknown process of productivity, growth theory hasother choice than to open up to deeper
determinants of growth which might originate in etldisciplines. This is what institutional
economics does. Although the starting point of ations remains familiar since human
interactions are driven by scarcities, incentivad #$he desire to decrease uncertainty and
transaction costs, further explanations shift arayn pure economics and open up an
interdisciplinary approach. Political, legal, andtbrical sciences, geography, trade and even
culture and psychology are considetedhis approach makes sense as the process of
economic development started with the emergencearikind and since then has been a
mixture of all factors influencing human actiongnde, the deep determinants of growth, that
is the factors that determine factor accumulatiod dechnological process, must be
considered (Rodrik, 2003, p.4ff.; Rodrik, Subramaan& Trebbi, 2004). However, in this
article, the emergence of institutions and theipact on economic outcome are emphasized.
Most of the work on institutions deals with poléicjudicial, and economic and thus, formal
institutions. Often the protection of property fighs assumed to be the basic institutional
feature for economic success. Therefore, the asalgserts to a property rights measure
concerning formal institutions. Additionally, cuteuis emphasized as a crucial determinant of
economic growth. If culture is defined as the valugorms, conventions, codes of conduct,
traditions, attitudes, and beliefs of a societyenttculture can be equated with the term
‘informal institutions’. Since informal institutiaincorporate beliefs as well as the behaviour
that implements these beliefs, religion is clogelated to it. Hence, religion is the basis that
delivers the beliefs which are then converted mbaviour and codes of conduct, and thus
influences the economic activities of the individuBy this means, religious beliefs were

transformed into cultural traits, which people ndags may no longer connect to religion.

! Literature: Acemoglu & Johnson, 2005; Acemoghhrkon & Robinson, 2001; Acemoglu, Johnson &
Robinson, 2002; Acemoglu, Johnson & Robinson, 2@®eylof & Kranton, 2000; Dollar & Kraay, 2002;
Easterly & Levine, 2003; Fernandez & Fogli, 200vartkel & Romer, 1999; Gallup, Sachs & Mellinger989
Glaeser et al., 2004; Guiso, Sapienza & Zingale862Hall & Jones, 1999; Knowles & Weatherston, 200
Porta et al., 1999; La Porta et al., 2004; Pergsdabellini, 2006; Persson & Tabellini, 2007; Pens&
Tabellini, 2008a; Persson & Tabellini, 2008b; P&t&cazzieri, 1997; Przeworski, 2004b; Rodrik, Subanian
& Trebbi, 2004; Rodrik, 2003; Sachs, 2003; Sach&/&ner, 1995; Tabellini, 2005; Tabellini, 2007; EHni,
2008.



However, if religion shapes cultural traits, its pl@mentation in human attitudes and
behaviour may also affect formal institutions. Rcdil and legal structures may be the
outcome of historical accidents, but aside from tih@y depend on particular beliefs and
attitudes and the consequent worldviews and idesdogf the society. For this reason, a
connection between formal institutions and religitnaits is established.

Religion has been measured via religious affilmtiodicators by La Porta et al. (1999). At
any rate, because of data limitation, the analys@énly concentrates on the impact of

Protestantism and Islam.

Concerning informal institutions, an indicator bdem the World Values Survey is used as a
proxy variable?

The theoretical argument demonstrates the tranemisbannels between institutions and per
capita income and emphasizes the issues of endbganed reverse causality. Moreover, a
regression analysis incorporating informal and falrnmstitutions, geography, and trade is
run. Because of the endogeneity issue, differdigioas affiliations are used as instrumental
variables for institutions. The regression resaftsm a crucial role of formal and informal

institutions concerning economic development.

The remainder of the article proceeds as followmsthe second part, formal and informal
institutions are determined and the interrelatibaveen institutions and per capita income
are explained according to several examples uséteiempirical analysis. The third section
emphasizes the issue of endogeneity and reverssalitgu The ambiguous transmission
channels between formal and informal institutionsl @er capita income are demonstrated
and the method of instrumental variable estimati®npresented as a possible solution
concerning the econometric analysis. The fourthi@@cexhibits the possibility of using
religion as an instrumental variable for institaso Both, the methodical and the intuitive
arguments are exposed. The fifth section deals thithmeasurement of institutions and the
relevant data. In this context a literature revaawapproaches using the World Values Survey
data set is given. Moreover, measures of formatitin®ns and instrumental variable
approaches are illustrated. The sixth part presémsdata used in the empirical analysis,
which incorporates geography and trade variablesveld as the relevant instrumental

2 World Values Surveys Four-wave Integrated Date, Fip81-2004.
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variables. The regression approach is depictedarséventh section. Accordingly, the eighth
part demonstrates the regression results. Thusnail and formal institutions play a crucial
role in determining per capita income. The restl@onclusions are presented in the last

section.

2. Formal and informal institutions

Institutions constitute the social, political, I€gad economic system of a state. According to
North (1990) “Institutions are the rules of the gam a society ... (they) are the humanly
devised constraints that shape human interactiothey.. structure incentives in human
exchange, whether political, social or economic”l(p Hence, institutions are the framework
within which social life takes place. In a worldthut institutions a human’s reaction to a
particular incentive is unpredictable. No patteemsst which could help to forecast human
behaviour. Furthermore, misconduct cannot be samati since a difference between “good”
and “bad” behaviour is not defined. This worlctisaracterized by uncertainty and therefore
high transaction costs. Either inhibit efficienbaomic activity. Therefore, people strive after
a situation in which others’ reactions are prediltaand hence uncertainty and transaction
costs can be reduced. To achieve their target, hsirage prepared to impose constraints on
themselves whereby codes of conduct emerge whiolhdatkliable expectations and therefore
reduce uncertainty. These restrictions are calieditutions. They are created by human
beings to impose binding rules on social interaxtiand to regulate a situation of anarchical
conditions. Institutions specify how to behave @mtain situations and hence, human actions
become predictable. Violations are punished an@ngHs against the constraints imply
particular costs. Thus, uncertainty as well asrmfttion, monitoring, and enforcement costs
are reduced. Accordingly, we can think of instiing as a particular legal system, the
constitution of a state or business regulationshat ts, the market structure as well as the
political system can be traced back to humans'redsiregulate their interaction. In general,
rules that constitute the political, legal, econpnand social environment and are formally
written down in a rule book, be it for example gdktext or a constitution, are called formal
institutions. On the other hand, life is not coaisted solely by formal institutions. Moral,
norms, values, conventions, traditions, and codle®duct also influence human behaviour.
These cultural and societal factors are calledrméd institutions. They are not officially
written down and a violation must not lead to stat® but rather public or societal



punishment. Usually informal institutions underic@mal institutions since they determine a
society’s basic attitudes and beliefs. Sometimedividuals might feel constrained by
informal institutions which relate to their convart rather than by formal institutions. North
(1990) reverts to a plausible example of rulesports to describe the difference between
formal and informal institutions. Thus, formal igtions can be compared to rules that are
written down in a rule book, while informal institons are “unwritten codes of conduct that
underlie and supplement formal rules, such as ebbeafately injuring a key player on the

opposing team”. (p.4).

At any rate, the decisive question is how institnd influence economic development. Much
work has been done on the issue of formal institistiand their impact on economic growth.
Clearly, a country’s economic development is deteeoh by its political, legal, and economic
system. Less is known regarding informal institasi@nd their effect on economic outcome.
If societies differ concerning their cultural chetexistics, aggregated behaviour will vary and
thus affect economic outcome differently. Therefdahe following section will examine the

transmission channels between formal and informstltutions and economic growth.

Informal institutions are defined as morals, vaJugsmventions, norms, traditions, codes of
conduct, attitudes, and beliefs. Hence, the terforimal institutions can be used as a
substitute for culture or cultural factors. The regsponding transmission channel is the
individual her- or himself as informal institutioraffect economic development on an
aggregated level through their influence on pespbehaviour. An early example regarding
informal institutions and their influence on econordevelopment is Max Weber’s popular
thesis concerning the Protestant work ethic (WeB602, originally published 1904-05).
Weber argues that the emergence of capitalism l@aslg related to the belief, and hence the
resulting behaviour, of the Protestant populatfwmilowing his argument, work was not just a
means to an end but the purpose of life and Godls Reople believed that God’'s chosen
ones were pleased with a materially good and séeHence, everybody tried to achieve a
high living standard in order to believe that sliehe was a chosen one. In other societies,
where material standards play no role regarding’$sgdodwill, people lack the accordant
incentives to work hard and to invest. Thereforzoading to Weber, countries with a high
proportion of Protestant citizens were economicaltyore successful than others.
Consequently, beliefs, attitudes, and codes of wondesulting from religious affiliation

affect the development of economies. Weber’'s thesimses close to our work, as religious



origins result in norms and values which peoplelem@nt in everyday life. For now we will

skip the religious dimension but we will refer tust point later. At any rate, the hypothesis
states that particular attitudes, norms, values]y aodes of conduct support factor
accumulation and technological progress while athter not. The challenge is to measure
informal institutions and to point out concretetteas with which the impact on economic
growth can be analyzed. Hence, we must considechmmiiman properties can be depicted,
and demonstrate a clear relationship to cultureat T& the accordant characteristics must

depend on values, norms, convictions and so farttd, must differ according to that criteria.

Therefore, we emphasize three commonly used infloimsétutional factors which will also
play a role in the empirical analysis to describe impact of culture on economic growth.
These factors are trust, control over one’s owa, l#nd the societal structure, hence limited
vs. generalized morality (Platteau, 2000). The llesfe trust, self-determination and the

societal structure all depend on prevalent cultpadierns.

The role of trust in an economy has been studieddme time, especially in game theoretical
approaches. An individual's level of trust deperms his or her cultural and societal
background, as well as on experiences, which ag@nshaped by society and culture. But
why should a high level of trust support economiawgh? As already described, transaction
costs play a decisive role in the theory of instlus. The incentive to implement an
institution has its origin in the desire to loweartsaction costs. In high-trust societies
information is replaced by trust. Hence, the cqroesling expenses are not necessary and
transaction costs are low. People in high-trustesi@s may not record every detail of an act
of sale and spend less time and money on lawyatsrenmonitoring process. The business
environment and, in general, economic transactroag be less regulated than in low-trust
societies. However, these examples already indib&embiguous character of institutional
relations since an adequate regulatory structuldegal system might also increase the level
of trust. Thus, a clear causality between trust thredrespective formal institutions does not
exist. At any rate, it is obvious that a high lewe¢ltrust decreases transaction costs while

increasing the quantity of transactions.

Another informal institutional feature which depsnah the cultural environment, and hence
on prevalent norms, values, and attitudes, is diviolual's conviction concerning control

over one’s own life. If people are persuaded ohgeible to influence destiny they will try to



improve their situation and be proactive. If, one tlother hand, people believe in
predestination, they are not in the position tadsdheir situation through their own initiative.
Hence, investment in physical and human capitdliwijeneral be lower than in a society in
which everybody works hard and invests to improge dr his life. The attitude concerning
control over one’s own life can originate from gabus beliefs and cultural background, but it
can also be the result of the institutional envinent. An authoritarian political system which
domineers over its citizens combined with bad eodngerformance, and therefore low per
capita income, probably does not entail self-canfite but resignation. Hence, again
causality is ambiguous. At any rate, believing redestination rather inhibits growth on an

aggregated level.

The last example for informal institutional infllen on individual behaviour and thus

economic development is the prevalent societalcttra, hence generalized or limited
morality (Platteau, 2000). Of course, this featisreorrelated with the former two. Limited

morality characterizes hierarchical societies inclwvtigh levels of trust and cooperation are
prevalent inside groups like the family, the clan,the tribe. Within the respective group,
transaction costs are low and business is done.ekeny beyond the group mistrust is
dominant and people have less respect for memkersther families, clans, or tribes.

Cooperation between members of different groupsew@® on high monitoring and

information costs and thus transactions beyondeitrare. Hence, a hierarchical society with
distinct familial or tribal structures is less sopjpve for economic growth. Modern societies
which emphasize the individual and in which resfpgatodes of behaviour are applied to
everyone, independent of familial or tribal affilGn, practice what is called generalized
morality. This permits an increase in the quantifycooperation and transactions, while
lowering costs, and hence, supports growth (G€i94; Platteau, 2000; Tabellini, 2005).

Moreover, in a society where generalized mora8tprievalent, the free-rider issue on public
goods may be less dominant. As people trust anqbce®ach other, public goods may not be
misused. The impact of the societal structure amemic development is studied by Greif
(1994). The author explores the different developmeaths of Maghribis and Genoese
traders in the late eleventh century. Accordindpita, wealth differences can be traced back
to differing societal patterns. In particular, & decisive whether the society exhibits a
collectivist or an individualist structure. Via an®sSided Prisoner's Dilemma, Greif

demonstrates that the economic success of the &noempared to the Maghribis, can be



ascribed to their individualist societal order. $hdifferences in societal organization can be

traced back to distinct cultural affiliations.

However, these examples show that different cdltégatures which incorporate norms,
conventions, values, and codes of conduct influpeoples’ attitudes regarding their lifestyle
and behaviour. Trust, control over one’s own lifed dhe societal structure were chosen as

examples since it is unquestioned that these deaistecs do influence economic behaviour.

Regarding formal institutions, the protection objerty rights is usually described as the
decisive institutional feature concerning growttheTexclusiveness and the irreproachable
allocation of ownership offer the crucial incentit@ invest that emanates from property
rights. According to De Soto (2000), property rgyighlight the economic potential of an

asset and, even more importantly, assets can ke asecollateral. Hence, property can
generate new capital and receive credit. Howeveopesty rights, coupled with an

appropriate law to protect them are, according €o30to, the lifeline of economic success in

Western Economies.

Despite the direct channel on income, the dominarficeecure property rights also makes a
statement concerning the political and legal emvitent of a state. Property rights are usually
not afforded in dictatorships or authoritarian esatvhere expropriation by the political power
or even by private interest groups is possibleesinc appropriate law and no independent
judiciary exist. Hence, unsecure property righte accompanied by less political and
economic freedom, fewer civil rights and a manipldgudiciary. At any rate, to maximize

macroeconomic profits the opposite situation isessary.

Therefore, economic success depends on securerfyrajghts. But who decides on the
protection of ownership, and thus, the structurtheflegal and economic system? Acemoglu,
Johnson and Robinson (2005) have developed a tiwdrapproach which ascribes the
emergence of the political, legal, and economictitutgonal environment to resource
endowment and therefore to property rights. Inrthabdel, political power is crucial
regarding the formal institutional environment obtate — that is, the elites in power will
arrange formal institutions in a way that best tieir interests. The essential theoretical
feature is the differentiation between de jure dedfacto political power. Hence, legitimate



governance can, but must not necessarily possetactepolitical power. Instead, de facto
political power depends on resource endowment. ,TAnsinterest group with an adequate
endowment of capital and other resources mightlide # determine formal institutional
properties. The exercise of de facto political powan vary. One possibility is a military
coup in which individuals equipped with arms, managd eventually supported by further
interest groups, use their resources to overthf@vcurrent government. Then the de facto
political power will implement formal institutionshich fit its interests, that is, the retention
of political power. Therefore, civil property rightand political participation will not be
afforded, since this would endow individuals wi#sources that could be used to overthrow
the rebels.

A less martial example is lobbying. Even in demtcratates, particular industries or other
interest groups use their power resulting from wes® endowment to determine the
institutional form in a way that best fits theiténests, that is, the further accumulation of

resources.

Besides property rights, Rodrik (2007) emphasizestigal participation as a decisive
institution for economic growth. Accordingly, a peipatory political system guarantees less
volatile growth rates, better adjustment regardexgernal shocks, and less distributive

inequality.

The allocation of secure property rights is usuattgompanied by political participation and
postulates an independent judiciary. The legalesysnust be able to enforce property rights
against governmental and private offences. Demgaasures that formal institutions cannot
be changed on behalf of a certain interest grouglwpossesses the appropriate resources.
Property rights in conjunction with civil libertiggiarantee the efficient use of every asset in a
state, and therefore maximal per capita income.eNkgless property rights can also exist
and be protected in other political systems, butesitheir application will probably be
constrained in a non-democratic state, total ecanafiiciency will be adversely affected
(Besley & Kudamatsu, 2008; Rodrik, 2007). Furthemmdo develop their full potential,
ownership rights must be accompanied by a free-etaystem which allows every person to
use his or her assets in a way that maximizes theividual utility. Then, the economy can
realize its maximal growth potential on an aggreddével.



3. Endogeneity

Empirical analysis on institutions is particulahgmpered by the fact that “... institutional
quality is as endogenous to income levels as amyttan possibly be” (Rodrik, 2007, p.185).
Since the economically relevant question is whe#imel how institutions influence per capita
income, the target is to model and to measurefteetef institutions on income and not vice
versa. Even if we wanted to estimate the influeateer capita income on institutional
development, we should be able to single out thdinactional effect, since otherwise the

according coefficient would measure the bilatemgbact.

However, the transmission channel between infoinstltutions and economic development
has already been described. Particular norms alu@s/éead to behavioural patterns that do
not necessarily support growth. Take for exampéeetkclusion of women, and hence, a large
part of the potential work force, from educatiord @tonomic life in several societies. On the
other hand, it is conceivable that income leveto ahfluence cultural features. In general,
institutions are characterized by their stickinesg. any rate, as institutions are man-made
entities, they can be changed, although institalioateration takes time, especially if

informal institutions are involved. As usually oniyarginal progress is made from one
generation to the next, a change in norms, valaed, conventions can take decades or
centuries (Boettke, Coyne & Leeson, 2008; Rolaf@52.

Institutions emerge in order to reduce uncertaamg to ensure stability. However, informal
institutions guarantee a kind of non-material ocialostability, while formal institutions
secure material stability. As the standard of kivincreases, perspectives are modified — that
is, under the premise of material stability, thgngicance of non-material stability changes.
Therefore, morals, norms, and values are altereenwderspectives and priorities change.
Higher material security also modifies the inceesivor social affiliation, and hence, informal
institutions adjust to new living circumstancest,Bince humans are social beings, the non-
material stability warranted through informal itstions cannot be replaced by material

stability. Therefore, several norms and valuesnaaetained, even if they seem useless from

% Boettke, Coyne and Leeson (2008) define institatitickiness as “... the ability or inability ofwe
institutional arrangements to take hold were theyteansplanted ...” (p.332). We use the term ‘stieks’ to
characterize the slow convertibility of institutom general. However, institutions must not chasigevly.
Therefore, Roland (2005) differentiates betweetrfiasving and slow-moving institutions.
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an economic point of view. Individuals need thesems and values for self-identification

and self-orientation, although they might not makenomic sense.

At any rate, altering informal institutions takémé¢ and may even not be possible in respect
to particular norms and values. Nevertheless, sorfegmal institutions adjust to living

circumstances. Higher material standards, for ex@nghange the content and perspective of
life. Social patterns that subconsciously exist $ecurity reasons and for the reduction of
transaction costs are no longer necessary whermmdocreases. Therefore, the societal

structure of generalized mortality can rather bgeobed in developed or rich societies.

Concerning control over one’s own life, a higheirig standard contributes to an attitude of
self-determination and self-confidence. People eddwith property would rather maintain
that their wealth can be traced back to their owoisions and activities. These individuals
will also believe that they can shape their futaceording to their own wishes. Of course,
wealth can also be traced back to destiny, agXample, in Weber’s thesis on the Protestant
work ethic. In this thesis, people thought God’'®sdn ones could be recognized by their
material standards, and thus people worked hard aowdimulated capital to show to

themselves and others that they belonged to theechones.

At any rate, a high living standard will be preégtrto be traced back to one’s own efforts,
and hence will encourage further endeavour. EveNeer’'s argument, people worked hard
and invested to show that they are chosen oned)aree their wealth could be traced back to

their own efforts, while they believed it was Goddl.

Regarding trust, the influence of income levels malybe that obvious. We are trustful when
we do not expect other people to cheat on us, hng, the expectations regarding other
peoples’ behaviour are decisive. Peoples’ acti@pedd on their attitudes, codes of conduct,
conventions, and so forth, and thus, on informatitations. This is a crucial point since
behaviour must not be related to logical or ratiopatterns if informal institutions are
involved. An alteration in expectations concerniotpers’ actions includes a change in
expected transaction costs and in the general lefvelncertainty. Higher income levels
increase the living standard and material stabititgnce, even if an individual looses a part of
its property, it still must not fear for its exiatee. Therefore, uncertainty and transaction costs
are reduced. However, trust depends on common namdsvalues and if these will be

10



changed due to higher per capita incomes the tdvelist will adjust. At any rate, the societal
structure is crucial, since a change from limitedgeneralized morality will increase the

average level of trust.

Again, these are only examples for the influencpasfcapita income on informal institutions.
Of course, several other cultural features canffeetad by a change in living standards. A
higher income may also be correlated with higharcaton standards, and therefore with
more open-minded and educated individuals. Thespl@anay have the ability to question
and criticize the predominant institutions, bothrnfal and informal, and alter them.
Therefore, in general, some level of physical anchéin capital is necessary to be able to
understand the importance of a growth-promotingturt®onal framework.

Figures 1to 5, which can be found in the appendix, demonsttagecorrelations between our
informal institutional measures and per capita ined However, seemingly growth-

supportive attitudes are correlated with high inedewvels, while growth-inhibiting features
come along with low income levels. Hence, the gsagkemonstrate a clear relationship
between informal institutions and per capita inco®gll no statement concerning causality

can be made.

An increase in per capita income may alter not onfgrmal, but also formal institutions.
Figure 6in the appendix depicts the relationship betwesrcppita income and a measure for
formal institutions, xconst which will be commented later. A high level ofconst
characterizes growth-supporting formal institutiomghile a low level refers to growth-
inhibiting formal institutions. In general, low peapita incomes are accompanied by growth-
inhibiting formal institutions and vice versa. Howee, some distracting observations with
high per capita incomes and low institutional valean be observed. These countries are, for
example, Bahrain, the United Arab Emirates, or Qataich exhibit relatively high per capita
incomes, but underperform in respect to their kwaélformal institutions. Indeed, these states

are characterized by features that distinguish tHesm other countries with growth-

* The measures are taken form the World Values $uamd are callettust, control, respect andobedience
Trustmeasures the level of trust within a societntrol indicates how far people are persuaded of being in
control over their livesiespectandobediencespecify the hierarchical structure of the societyhich high
levels oftrust, control, andrespectare supportive to growth, while a high levelbiediences growth-
inhibiting. Inform4is a general measure of informal institutions sncreated by adding up the valuegrast
control andrespectand by subtractingbedienceThe subsequent chapter on the data used in thigieah
analysis gives a detailed description of the infarinstitutional measures and the indicatdorm4. In general,
a high level ofinform4indicates growth-supporting informal institutionghile low levels indicate growth-
inhibiting informal institutions.

11



supporting formal institutions. The mentioned Gailites, for example, can afford a relatively
high living standard for their indigenous populatidue to their oil wealth, and therefore, they
are able to afford “bad” institutionsThus, the positions of these outliers can be trdeek

to their resource wealth.

At any rate, aside from outliers with resource wealoes a higher per capita income lead to
formal institutions that support growth? We havweadly discussed this matter with reference
to the model of Acemoglu, Johnson and RobinsonFR@8igher per capita incomes can shift
the power allocation within a state. A group orsoer endued with appropriate resources is
able to take over de facto political power, anddfae arrange institutions in a way that best
fits their respective interests. If parts of theplation gain de facto political power through
economic growth and hence higher per capita incptheg will try to enforce their interests.
However, radical changes in political and econommistitutions are difficult to explain
without the introduction of informal institution#n increase in per capita income alters
informal institutions which then impact formal iitations. The basic settings of a society can
jointly be responsible for the general concept lné state, the political system, and the
structure of power. An autocratic government artdesarchic system which represses parts
of the population may enhance explicit culturaltdees like disrespect, mistrust, resignation,
a collective social structure and hence, limitedahty. In turn, these cultural characteristics
again support the preservation of an authoritag@rernment and, in general, of the prevalent
formal institutional structure. An increasing p@pita income improves the level of informal
institutions in the sense that people become msfal and respectful, self-reliant, and
confident. Apart from that, it could be correlatéal higher educational standards, and
therefore to more open-minded and educated indnsduDue to their higher per capita
incomes, the individuals are able to enforce iastits that fit their interests. Hence, they will
guestion the current system and further enforceenty rights and political participation. A
democratic state may support growth-supportingrméd institutions. Independent citizens
who can freely participate in political, economaénd social processes may realize a higher

level of trust, self-determination, and self-coefide.

The endogeneity and causality issues in institali@malysis depict a particular challenge for
empirical work. Typically, an OLS-regression canibet run because of a possible omitted
variable bias and reverse causality. Institutioastteey are defined in this article can be

® The term “bad” institutions does not judge anitntibn on a qualitative level, it refers solelyittstitutions
which are not supportive of economic growth.
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influenced by several factors, but we are not &bldetect every determinant that might have
an effect on institutional quality. Hence, it isawmoidable that certain variables correlated with
institutions are incorporated in the error termailis, our coefficients are biased because of
omitted variables. On the other hand, the aim af work is to estimate the effect of
institutions on per capita income. As stated abthis,effect is not unidirectional. Formal and
informal institutions influence each other and mey which again has an impact on both
kinds of institutions. Hence, our institutional fa@ent of an OLS-regression would not only
estimate the unidirectional effect of, for examaéormal institutions on income, but also the

feedback reaction from income to informal instibuis.

However the problem of endogeneity in growth enepiris commonly solved through
instrumental variable estimation — that is, we nfusd an instrumental variable for each of
our endogenous regressors. The detection of aruateeastrument can become quite tricky.
An instrumental variable must possess two featuiedias to be correlated with the
appropriate endogenous variable, and it must beruglated with the disturbance. While the
former can be tested, the fulfilment of the secéeature, and therefore the relevance and
accuracy of the regression result, relies on teearchers’ intuition. As causality is the main
issue in our deep determinants analysis, we mustrdae a channel that transmits the effect
of the particular endogenous variable in the ridginection, and thus, from institutions to
income and not vice versa. It must be ensured tihatinstrumental variable does not
influence the dependent variable directly, but othlyough its effect on the endogenous
variable. If this requirement is fulfilled, the cality issue is solved and the estimated

coefficient measures the effect of institutiondrmcome.

4. Religion as instrumental variable for institute

According to the previous paragraph, we need instntal variables for formal and informal
institutions to run a regression analysis whichnex&s the effect of institutions on income.
Hence, we need variables that are correlated wétitutions but have no direct effect on per
capita income. Since institutions determine incowemust find out which factors determine
institutions. Therefore, we must identify the omigdf institutions and clarify whether it is

correlated with income. If this is not the case, @@ model the transmission channel from
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institutional origin to institutions, and from tketo income via a Two-Stage-Least-Squares

estimation?®

Informal institutions are defined as values andmsorHow do values and norms emerge? The
origin of most of our values and norms can be ttduack to religion, and therefore depends
on which religion has been, and still is, dominian& particular region. Why for example do
we speak of the Christian West or the Islamic coes® Hence, why do we use religious
terms to describe a group of countries or a regibm® differences between these countries
must exist in obvious areas like the social, caltuor political life since it must affect us in
some manner, otherwise we would not care aboMadteover, the difference must be traced
back to religion, since in other respects we woubd use religious terms to describe the
countries. Thus, religion seems to matter, andattens so much that we classify countries
according to their religious affiliations. In sp&ak of Christian or Islamic or Buddhist
countries, for example, we explicitly want to hiigiit their religious affiliations. Hence, we
associate the prevalent religion with obvious feeduhat differ between the countries. This
can constitute particular conventions, values, matttudes, behaviour, or societal, political,

legal, and economic differences. Thus, we arertgliabout different institutions.

Therefore, we assume that the religious environra#fatts institutions, which then influence
per capita income. Religion cannot directly be elated with income if we want to use it as
an instrumental variable. However, just being relig does not affect economic outcome.
Religion can not achieve anything as long as nasimplemented in peoples’ attitudes and
behaviour and at least in social, hierarchical political structures. Only then is an indirect
influence on income possible. Over decades andigest religious codes have become a part
of the prevalent culture. Although individuals agtiaccording to particular cultural norms
and values may not connect these features toaorlgnymore, tracing the cultural properties

back to their origin shows that religion is thertitey point.

Again, incentives play a role. Humans implemenigrelis guidelines because they act from
conviction, they fear punishment, or both, and leetizeir behaviour corresponds to religious

morality. Of course, this incorporates their ecomoimehaviour, and thus, being religious

® From a methodological point of view, the instrutaéwariable must provide a convenient source oigexous
variation and must not be intuitively correlatedhainstitutions (Rodrik, 2007, p.185ff.). At anyteathe aim of
this article is to find out whether institutionalality can be traced back to religious matters.dd¢em this case
the potential correlation between institutions &ndtestantism and institutions and Islam is ofipaldr interest.
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does not influence economic growth. Religious lelielo not influence economic
development until they become converted into norakjes, and codes of conduct. Thus, just
being Protestant does not affect economic developmes Protestantism must operate

through its effect on human behaviour, that ispulgh informal institutiond.

However, the fact that formal and informal insibus are closely related to each other has
led to the consideration that both kinds of insiins can be traced back to the same
instrumental variable approach. Certain religioabels may encourage property rights, and
therefore constraints on the executive, while aheay inhibit it. The relation between
religion and formal institutions can best be seegarding theocratic states where religion
claims terrestrial and religious power. But evercauntries where state and religious power
are separated, a basic attitude arising out ofdhgous background is prevalent. Originally
religious beliefs constituted worldviews and idepés, that is, political ideologies, the
general understanding of the state and the soagstéém per se. Even if this is not the case
and no general political ideology is prevalenthe society, certain cultural traits originating
in religion may support a particular political st through acquiescence and obedience.

Thus, using religious affiliation as an instruméntariable for formal institutions, we must
assume that religion does not influence per capiteome directly but only through
institutions. As already elucidated, this is theecaReligion can not achieve anything as long
as it is not implemented in peoples’ attitudes beldaviour and at least in social, hierarchical
and political structures.

Figure 7 in the appendix depicts the relationship betweeligious affiliation of the
population and informal institutions. A high Prdteg proportion of the population is
accompanied by high levels ofform4, that is, growth-supporting informal institutiorSn
the other hand, countries with a high proportioriviafslim citizens realize a minor level of

inform4, and hence have growth-inhibiting informal indittns. However, figure 8

" Guiso, Sapienza & Zingales (2003) also have exathihe effect of religious affiliation on culturahits. Via
the World Values Survey data set, the authors hiéae to determine the degree as well as the type o
religiosity, and connect it to societal attitudesieh are supposed to support economic growth. Bhégast
have not directly connected the appropriate atisut per capita income. The authors have concltidgdin
general, Christian religions are accompanied wittwth-supportive attitudes, while Islam seems tdess
conducive to societal properties that are benéfioiagrowth. Moreover, Barro and McCleary (2002\vb
studied the effect of church attendance and relgigeliefs on economic outcome. However, they ffiawed
that religious beliefs in general support growtlevilirtheless, church attendance seems to be ledadiea to
the growth rate, although the authors point out tifve net effect has to be considered since chattelndance
might foster beliefs which are supportive for growthey justify their results on the consideratibat certain
religious beliefs encourage specific individual &ebur that supports growth.
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demonstrates the relationship between religiousiatitdn and the Freedom House property
rights index 2000, which is scaled from 0 to 10@hv® indicating non-protected, and 100
completely protected, property rights. A high Pstaat proportion of the population is
attended by a strong protection of property righikjle a high Muslim proportion of the
population shows fewer protected property rightbowever, we use Protestant and Muslim
affiliation of the population as instrumental véties for informal and formal institution,
respectively. This is the case because we are rigogreferably for unequal instruments.
Since our work is close to that of Max Weber oraggumentative level, Protestant affiliation
is used to illustrate informal institutions, as festantism is said to alter norms and values in
favour of economic growth. From a Western pointwvdw, the differences in formal
institutions that can be traced back to religiorcdmee particularly obvious in Islamic
countries. Consider, for example, the political dadal systems, which often cannot be
described as democratic or constitutional, compaoetlVestern standards. Hence, to note
these differences, the Muslim affiliation of the ppdation is used to illustrate formal
institutions. That is, Protestant affiliation issamed to be supportive for economic growth,
while Muslim affiliation is said to be growth-inhtng (Guiso, Sapienza & Zingales, 2003;
La Porta et al., 1999; Landes, 1998). More pregigelotestantism and Islam are assumed to
have different impacts on institutional developmeand the particular institutions then
influence the growth rate. These statements wiltdsted within the empirical analysis. Of
course, other religions should be considered,dad,thus, regressions including the Catholic
affiliation of the population were run, althougletimtuitional justification is less clear, as are
the empirical results. At any rate, since sevesath dets had to be merged for the empirical
analysis, not enough observations remained toagressions with further religious affiliation
variables. Therefore, our empirical analysis isrieted to proxies for Protestantism and Islam
and, for the sake of completeness, CatholicismceSinis expected that Protestantism and
Islam, in particular, have different effects on tmsions, and since both religions are
widespread, this is not a disadvantage. Howevguig that religion has an influence on the
development of institutions, we should be cleat tha are talking about Protestantism and

Islam, and not religion in general.

8 In figures 7 and 8, countries with a Protestamth6lic, and Muslim proportion of the populatioaspectively,
greater 50 percent are used.
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5. Measuring institutions

It is not enough just to form a theory about thituence of institutions on economic growth
nowadays. In the past twenty years the revival roiwth theory has been based upon a
mixture of theoretical and empirical reasoning. Them “informal institutions” has been
known since North’s work in 1990. Despite that, @mpl measures of institutions were
predicted on factors describing formal institutiohscause determinants like values, norms,
morals, attitudes, and codes of conduct cannot dstlyemeasured. However, since the
incorporation of societal and cultural factors inézonomic theory has gained more
acceptance, a few research projects dealing wehssue have emerged. The World Values
Survey (WVS), for example, is an often used datara® for indicating and measuring
informal institutions (Inglehart & Welzel, 2007;dlehart et al., 2004). It is based on surveys

and is separated into different parts dealing watics like “perceptions of life”, “politics and

society”, “religion and moral”, inter alia.

An influential work concerning culture and its udince on GDP per capita, that is based on
the WVS data, is Tabellini (2005). The author idfezg history as the decisive determinant of
economic growth and argues that culture depictsctmmection between history and current
economic development. Hence, Tabellini has hadeatify a variable which reflects culture,

is shaped by history, and influences current ecangrowth. Therefore, he uses the WVS
data set and creates a cultural indicator whichbleas used by several researchers since then.
As will be seen, we also resort to Tabellini’s adtl index in this article.

Knowles and Weatherston (2006) rely on the WVS datao measure the effect of informal
institutions on economic growth. They also referT@bellini (2005) and use his cultural

indicator to examine whether institutions or gepgsaare the predominant factor concerning
its influence on the growth rate.

Williamson (2009) examines the relationship betwedifferent formal and informal
institutional arrangements. Her aim is to detecetibr institutions are transferrable, and
therefore whether the institutional structure obremmically successful countries can be
imposed on underdeveloped economies. She alsoausesdified indicator of Tabellini’s
cultural index, and hence the WVS data set to mreasdormal institutions (Williamson &
Kerekes, 2009; Williamson, 2009).
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Guiso, Sapienza and Zingales (2006) use the WV$& taimeasure the effect of culture on
expectations and preferences and their impact onmossic outcomes. They estimate, for
example, how far trust influences the probabilify becoming an entrepreneur and how
cultural traits affect saving decisions and pdditipreferences like redistribution.

In an earlier work, Guiso, Sapienza, and ZingaR308) have analyzed the influence of
religion on particular cultural traits which are asered via the WVS data.

Religious affiliation itself is a variable that hdmeen applied as a proxy for informal
institutions and culture. La Porta et al. (1999r £xample, use Catholic and Muslim
affiliation of the population to measure the effedt cultural institutions on government
performance, as both religions are emphasizedhaliting economic development (Landes,
1998).

Measures of formal institutions are manifold, aedde not all of them will be enumerated. A
variable often used to measure the protection @pgnty rights is Polity IlI's, or alternatively
Polity IV’s, “constraints on the executive” (Acemogk Johnson, 2005; Acemoglu, Johnson
& Robinson, 2001; Glaeser et al., 2004; Knowles &atherston, 2006). Furthermore,
“average protection against expropriation risk” augvey indicators of institutional quality
from the International Country Risk Guide or Pchii Risk Services, respectively, are applied
(Acemoglu, Johnson & Robinson, 2001; Glaser et28l04; Knowles & Weatherston, 2006).
Rodrik et al. (2004) use “government effectivenefgim Kaufmann et al. 2002, while
Glaeser et al. (2004) trace back to an instituti@pelity measure which includes elements
that capture the protection of property rights dhd strength of the rule of law from
Kaufmann et al. (2003). The resultant current wersis Kaufmann et al. (2008) which
includes government indicators from 1996-2007. Lart® et al. (1999) use ethnic
heterogeneity as a measure of redistributive teriderand the legal system to quantify the
relative power of the state versus property owné€rgthermore, La Porta et al. (2004)
construct measures for judicial independence andtitational review. Glaeser et al. (2004)
give an overview on institutional measures in thespective data appendix. Moreover,
Durlauf, Johnson and Temple (2005) arrange a tableelevant proxies and instrumental

variables concerning institutions and further gtowalevant determinants.

Since institutions are endogenous, several propogal instrumental-variables estimation
exist. A popular approach is the one by Acemogiinndon and Robinson (2001), who use
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records of the eighteenth and nineteenth centunceroming mortality rates of soldiers,
bishops and sailors in former European coloniegdate a measure of settler mortality. Then
‘settler mortality’ is used as an instrumental &ble for current institutions. Rodrik,
Subramarian and Trebi (2004), for example, alsortds ‘settler mortality’ as an instrument

for institutions, inter alia.

Other instrumental variables for institutions &, example, the fraction of the population
speaking English or a major European language tlaadlistance from the equator. Hall and
Jones (1999) use these measures to instrumenbd@l snfrastructure which they define as
the institutions and government policies that deiee the economic environment within
which individuals act (Hall & Jones, 1999, p.84)alHand Jones justify their choice of
instrumental variables by the fact that these temmeasure the extent of Western European

influence.

Tabellini (2005) uses literacy rates in 1880 antitipal institutions between the seventeenth
and nineteenth century as instrumental variablesctdture. His argument is that both
instrumental variables do not influence currentnecoic outcome directly, but only through
their effect on culture. Hence, European regioms tiere poorly educated at the end of the
nineteenth century differ from better educatedaegiregarding their cultural characteristics
even today. The same is true concerning earlyigallitnstitutions, which affected cultural
patterns, and thereby current income.

Knowles and Weatherston (2006) use the percenthgieeopopulation being Protestant as
instrumental variable for informal institutions,cathe proportion of the population speaking

English and a major European language, respectiaslinstruments for formal institutions.

Williamson and Kerekes (2009) rely on legal origis instrumental variable for formal

institutions and on latitude to instrument for imf@l institutions.

Guiso, Sapienza and Zingales (2006) use religi@hethnicity as instrumental variables for
culture, since both measures are nearly time-iamarand hence the causality issue can be
discounted. Changes in religion and ethnic backugtquass so slowly that the feedback from

income on culture is not relevant.
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At any rate, these examples show that concentratinthe so-called proximate determinants
of growth, that is, factor accumulation and tecbgyg| can be misleading. Of course capital,
labour, and productivity determine output. But whfactors determine the levels of physical
and human capital accumulation? As accumulation @nolductivity are themselves
endogenous, they are influenced by deeper detentsintor example, informal and formal

institutions.

However, institutions are not the only deep deteami of growth. Of coursgeographyis a
further determinant that affects factor accumutatamd productivity. It makes a difference
whether a country has access to the seaside dodated in a temperate climate zone, or
whether it is embedded in inaccessible terrain laal to cope with climatic extremes like
droughts and heat or severe rainfall and cold. B\eg the geographical position determines
a country’s resource endowment and is responsdylghie disease environment. A further
deep determinant is integration, or alternativétgde oropennessAs some countries are
more accessible and easier to reach than othdesyration is, of course, influenced by
geography. Moreover, several connections betwedergrnation, institutions, and the
proximate determinants exist, as all factors initee each other (Rodrik, 2003; Rodrik,
Subramanian & Trebbi, 2004).

Hence, running a regression analysis with onlyitutsdns as independent variables will result
in biased coefficients, as other deep determinantésomitted. Thereforegeographyand
openneswill also be incorporated in the following empalowvork. Apart from the issue of
omitted variable biases, the consideration of gmolyy and trade allows further insights
concerning their influence on per capita incomendde the individual impacts of all deep

determinants can be analyzed and compared to ¢laeh o

6. Data

In my analysis, | follow Tabellini (2005) and Knozel and Weatherston (2006) with respect
to their informal institutions index. Using dataiin the WVS, Tabellini composed an index
of four cultural features. According to Tabellifit.hree of them are expected to encourage a
positive and productive attitude towards markethexge, entrepreneurial activities, or the
production of public goods ... The fourth indicatsr symptomatic of a more hierarchical
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society where individuals are less likely to taklvantage of economic opportunities or to
cooperate with each other ...” (Tabellini, 2005, p.8fThe measures areust, control,
respect andobedienceAs already illustrated, a high level of trust gEses transaction costs,
while increasing the quantity of transactions awtordingly, economic growth. In the WVS,
trust is measured with the following question: "Gengralbeaking, would you say that most
people can be trusted or that you can’'t be toofalre dealing with people?”. Possible
answers are “Most people can be trusted”, “Can’tdze careful”, and “Don’t know”. The
level of trust in a country is measured by the eetage of respondents who answered that

“Most people can be trusted”.

The second measure that favours economic develdpmecontrol. The corresponding
guestion in the WVS is: “Some people feel that thaye completely free choice and control
over their lives, while other people feel that wttegy do has no real effect on what happens
to them. Please use this scale (from 1 to 10) whemgeans ‘none at all' and 10 means 'a
great deal’ to indicate how much freedom of chaind control in life you have over the way
your life turns out”. As already explained, beingrguaded of having control over one’s own
life supports growth, and thus, a high number dontrol is positively correlated with per
capita income. To measucentrol | follow Knowles and Weatherston (2006) who uske t
percentage of respondents in a country who gaveoee of 7-10 concerning the former

guestion.

The last growth supporting feature rsspect In the WVS, the corresponding question is:
“Here is a list of qualities that children can bee@uraged to learn at home. Which, if any, do
you consider to be especially important? Pleaseshap to five.” Respondents can decide
between “good manners, independence, obediencd, mark, feeling of responsibility,

imagination, thrift, saving money and things, det@ation and perseverance, religious faith,
unselfishness, and tolerance and respect for pewgrle”. The variableespectis measured as

the percentage of respondents in each countryhtimimentioned “tolerance and respect for

other people”.

The fourth element of Tabellini’s cultural indicats obedienceThis factor is not supportive
to growth as it increases. The appropriate questiaime WVS is again the one asking for
important qualities in children. Hencebedienceis measured by the percentage of
respondents answering that obedience is an impgartaiity for children to learn. According
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to Tabellini, obedience without further reflectima typical feature of hierarchical societies.
Individualism is suppressed and obedience is mmgortant than one’s own opinion and
personal responsibility. The suppression of indigllsm makes cooperation difficult and has
negative effects on economic development (Tabel2005, p.11). Thereforeggspectand
obedienceare used as proxies for the societal structusjltieg in generalized vs. limited
morality. Accordingly, a country with a high levet respectand a low level obbediencas

expected to realize generalized morality and vieesa.

Tabellini creates two indicators using the fourtexdl traits. He obtains the first one by
applying first principle component analysis and second one by adding up the three
positive measures minugbedience Here it was decided to follow the second approach
creating an indicator of informal institutions. Teforetrust, control, andrespectwere added

together, andbediencevas subtracted. The resulting indicator is cailtédrm4.

A proxy for formal institutions must reflect thetemrelationship between formal institutions
and growth. As already shown, property rights aswally assumed to be the main
determinant for growth. Acemoglu and Johnson (20G6f example, emphasize the
importance of property rights institutions. Accaorglito the authors “..property rights
institutions are intimately linked to the distriluts of political power in society because they
regulate the relationship between ordinary priv@teens and the politicians or elites with
access to political power” (p.951). Hence, theafpmred measure of property rights is Polity
IV’s “constraints on the executive”, which measuities extent of institutionalized constraints
on the executive. Its scale ranges from “unlimitadhority” (1) to “executive parity or
subordination” (7). Following Acemoglu and Johnstrs means of measurement has two
advantages, “... first, it corresponds to the procaldwles constraining state action, and
second, it highlights the close relationship betwpeoperty rights institutions and political
institutions” (p.951).

| follow Acemoglu’s and Johnson’s approach and ®&s#ity IV’'s “constraints on the

executive” as a proxy for formal institutions in mggression analysis.

To allow for ecological conditions and geographyise a measure of malaria risk. The
variable is calleanalfal94and was first introduced by Gallup, Sachs and ikigdir (1998). It
emerged from a variable called MAL94P which depfctsthe proportion of each country’s
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population that live with risk of malaria transmdss ...” (Sachs, 2003, p.5). Malfal94 “...
multiplies the MALP94 index by an estimate of thegmortion of national malaria cases that
involve the fatal species, Plasmodium falciparum, apposed to three largely non-fatal
species of the malaria pathogen (P. vivax, P. naaaand P. ovale)” (Sachs, 2003, p.5). The
measure was also used by Acemoglu, Johnson anch$wb(2001), Rodrik, Subramanian
and Trebbi (2002), and Knowles and WeatherstongR00

Openness is measured with data from the Penn Watides 6.2. | use the variabbpenk
which represents exports plus imports, divideddal GDP per capita in constant prices. The
base year is 1996.

The data from the Penn World Tables 6.2 is alsa usemeasure per capita income. The
corresponding variable is callegdpl, which represents real GDP per capita in constant
prices. Again, the reference year is 1996.

7. Regression Approach

The equation to be estimated is:

(1) y=a+B1+pF+pGEO+P,OPE,

where y indicates GDP per capita, | stands forrméd and F for formal institutions, GEO

denotes geography, and OPEN is openness.

Equation (2) corresponds to (1) with only the adeot proxies being inserted:

(2) log(rgdpl)=a +p, inf orm4+ 3, xconst 3, malfal94(3, ope.

First of all the equation is estimated via OLS. loer, as the causality between institutions

and per capita income is mutual, endogeneity isnideliy an issue in the regression, and

therefore OLS may not be an accurate estimatiohadet
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However, the 2SLS method is used to solve the probbf unclear causality between
institutions and per capita income. Consequentyy other regressors are assumed to be

exogenous.

At any rate, after instrumenting for formal andoirthal institutions, endogeneity could still be
an issue in respect to geography and integratiefinely, a higher per capita income lowers
malaria risk. Better health care is affordablehat state, as well as at the individual, level and
vaccine is available for major parts of the popatatBeing aware of this issue, Sachs (2003)
introduced an instrumental variable called Malageology (ME) which “is built upon
climatological and vector conditions on a countyydountry basis, and is therefore
exogenous to public health interventions and ecan@wonditions, [therefore] ME provides
an ideal instrumental variable for malaria risk’a¢8s, 2003, p.7). Henc®JE is used as

instrument for malaria risk.

Concerning openness, it could be argued that ridmemtries are prone to open their
economies as they are not protecting infant orrotigigenous industries from competition
on the world market. Hence, openness may leaddgieehiincomes, but higher incomes may
also cause more openness. As in the former matasa, it reverts to a well-established
instrumental variable concerning openness, anefibwer the natural logarithm of the Frankel-

Romer actual trade share is used (Frankel & Roh8£9).

8. Regression results

Since the empirical analysis consists of differdata sets, the number of included countries
varies between 72 and 54. No differentiation hasnbmade between particular country
groups like OECD countries, developing countries,famer colonies, since this would

further decrease the sample size. Instead, all tdeanfor which data are available are

incorporated in each case. Tables 1-6 can be foutiet appendix.

The first column ofTable 1demonstrates the OLS regression results. A oreep&ge point
increase innform4 leads to a 1.1 percentage point increase in getac&acome. The result is
significant at the 1 percent level. The coefficientxconstis also significant at the 1 percent
level. Accordingly, a one-score-increase leads fisain per capita income of 13 percent. Of
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course, the coefficient amalfal94has a negative sign as an increase in malaridedsls to a
decline in incomeOpenkis significant at the 5 percent level and its Gioent is quite small,

but at any rate a positive effect of openness oanre becomes apparent.

As the size of the coefficients can be misleadiogcerning the variables’ impact on income
compared to each other, the first columnTable 2presents the beta-coefficients of the OLS
regression. When measured in standard deviatiofosm4 has the largest effect on per capita
income compared to all included variables. Theeefamformal institutions seem to play a

decisive role in explaining per capita income patie

Columns two and three dfable 1show the first and second stage regression ofL& 2S
estimation usingprotestantas an instrument for informal institutions. Theeffiwient on
protestantin the first-stage regression demonstrates theblas’ correlation withinform4,
which is a precondition for its use as an instrutalevariable. The second-stage regression
confirms the OLS results. The coefficient iofiorm4 is significant at the 1 percent level. A
one percentage point increaseimform4 leads to a 1.2 percentage point rise in per capita
income. A one-score-increase»afonston its scale from one to seven leads to a 12 perce

higher per capita income.

Again, the beta-coefficients in column threeTalble 2shed some light on the relation of the
independent variables concerning their impact arcppita income. A one standard deviation
increase innform4 leads to an increase of 0.48 standard deviatiop®i capita income. The

other variables’ beta-coefficients are smaller ttet.

Table 3demonstrates further 2SLS results. In regresgipmveé useprotestantandmuslimas
instruments folinform4 and xconst respectivelyProtestantis highly significant in the first
stage regression anform4. As expectedmuslimis negatively correlated witkconstand
significant at the 1 percent level in the firstggaregression omconst Hence, a higher
Protestant affiliation of the population enhanceewgh-supporting informal institutions,
while a high Muslim affiliation decreases the lewélgrowth-supporting formal institutions.
In the second-stage regression, all variables igrefisant at least at the 5 percent level. A
one percentage increase imform4 leads to a rise in per capita income of 1.1 pdaggn
points. Ifxconstincreases at one score, per capita income riskés.atpercent. A look at the
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beta coefficients of able 4again demonstrates the superiorityrdbrm4, which, when rising

at one standard deviation, leads to a 0.43 startandtion increase in per capita income.

Regression (5) demonstrates the case where wecatbelic in place ofmuslim as an
instrumental variable. Againprotestantis significant at the 1 percent level concerning
inform4. Protestantandcatholicare both significant in the first-stage regressarxconst In
the second-stage regressiamiorm4 becomes insignificant, while the coefficient rconst

increases.

Regressions (6)-(8) show the 2SLS results when se& instrumental variables for all
independent variables. The first-stage regresdmmsalfal94 andopenkare not listed in the
tables. At any rate, the instrumental variabiesandlogfrankromare highly significant in
each case. In regression (B)uslimis used as instrumental variable feconst Now,
protestantis only significant onnform4, while muslimis significant and negatively correlated
with xconst All regressors of the second-stage regressiorsigreficant at least at the 10
percent level. A one percentage point increasmform4 leads to a 0.86 percentage point
increase in per capita incomextfonstrises at one score, per capita income increasks. at
percent. Regarding the beta coefficients in Tahlea one standard-deviation-increase in
inform4 leads to a rise in per capita income by 0.36 stahdeviations, which is nearly the

same amount as the beta coefficienkoonst

In regression (7), agairatholic is used instead ahuslimas an instrumental variable for
xconst while all independent variables are assumed tertsmgenous. Howevenform4 is
significant at the 10 percent level. The coeffitiem xconstagain increases compared to
regressions (1) and (3) in whichuslimis used as instrument, though the increase is not
excessive. The most notable alteration occurs m lta-coefficients-table, where the
coefficient onxconstincreases from 0.36 to 0.5 standard deviationsckleusingcatholic as

an instrument for formal institutionsconstgains more importance regarding its effect on per

capita income and compared to the other regressbitg inform4 becomes less significant.

Regression (8) is overidentified — that motestant muslim and catholic are used as
instrumental variables. However, whemslimis incorporatedgatholic is not significant in
the first-stage regression awonst Insteadmuslimis negatively correlated witkconstand
significant at the 1 percent levélrotestantis also significant at the 1 percent level in the
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first-stage regression omform4. Except foropenk all regressors are significant in the
second-stage regression. A one percentage ponaaise innform4 leads to a 0.8 percentage
point increase in per capita income.xtfonstincreases at one score, income rises at 20.6
percent. Regarding the beta-coefficients, the eoefft onxconstdecreases to 0.39 standard
deviations, but is still higher than the coeffidiem inform4 and malfal94 However, using
protestant muslim and catholic as instrumental variables, the disturbing effectatholic
decreases. The coefficients orform4 and xconstare comparable to the ones using only
protestantand muslim and thus, the overidentified regression can bed uss a test of
robustness. I€atholichas a significant effect which disturbs the relaship, the result would
not be robust in comparison to the ones ugirgestantand muslim Thus, the correlation
betweenprotestant muslim xconstandinform4is stable. At any rateatholicdoes not seem
to fit into the intuitive argument. While Protestiam and Islam seem to have an impact on

institutions, this must not hold for all religions.

To assure the results, some tests were conductender to shed light on a few issues
concerning instrumental variable estimation. Howgetlee small sample size demonstrates a
problem regarding 2SLS estimation as well as tgstBut, as we are working with country
data and different data sets, there is nothing avedo about that issue. Therefore, the tests
can best be seen as an additional coverage, bytatieenot fully reliable and have to be
considered with caution. Most assumptions and c@imhs must be considered by relying on

intuition.

A perpetual issue in empirical work is that of meskedasticity. Although heteroskedasticity
does not affect the consistency of the instrumerdadbble coefficient estimate, it does affect
the estimates of the standard errors. TherefoeePtHygan-Hall test was applied on regressions
4, 5 and 6 to detect possible heteroskedasticithen2SLS estimations. The results suggest
that heteroskedasticity is not existent in the ed@ot regressions. However, caution is
advisable concerning this outcome as the Pagantésdlktatistic might not be useful working
with small sample sizes (Baum, Schaffer & Stillm2a@03, p.14). Therefore, additionally, the
White-Koenker test statistic was used, even thotlgh test is usually not applied in
instrumental variable estimation. However, agairhe tresult suggests that no

heteroskedasticity is prevalent.
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Concerning the validity of the instruments, thedaartest statistic was implemented, again
only for the case of overidentification, as thet igsnot valid otherwise. However, the null
hypothesis is not rejected, and thus, the instraaherariables are not correlated with the
disturbance. Again, we cannot fully rely on the ®&atistic since the Sargan test may not be
valid when all instruments share the same ratiofMlaray, 2006, p.117). As three religious
affiliation variables are used as instrumentalalaas, this definitely is the case, and thus, the

test only affirms our regression results but cafm@oseen as evidence.

In the end, the Shea statistic to test for theeissuiinstrumental variable irrelevance was
applied. Again, we achieved a positive result siackeast the instruments for institutions are
clearly relevant. To solve the problem of instrutaérariable irrelevance, it is also useful to
have a look at the first-stage regression resuitee relevance is confirmed, since all

instruments are highly significant in respect te #itcordant endogenous regressors.

Table 5demonstrates several tests of robustness. Yeh,agagressions (6)-(8) were run
including further independent variables, respettiidowever, Panel A incorporates dummy
variables for English and French legal origin aditamhal regressors. The original regression
results are robust. Againnform4 becomes insignificant whenatholic is used as sole
instrumental variable for formal institutions. Moker, the coefficient omalfal94 further
decreases. Interestingly, the coefficient on Ehglégal origin is significant at the 5 percent

level in all regressions.

Panel B includes a measure of population densigchHS 2003). Again, the original
regression results are robust in respect to thieision of the additional regressors, while

popl00kmitself is insignificant.

In panels C, D, and E, the variablasastling temperature andlandlockedfrom the Parker
(1997) data set are added as exogenous regreédiotistree factors are insignificant, while
the results remain robust. The variables in pand&,Gnd E depict geography measurements.
Since they are not significant in contrastnialfal94 panel F examines what happens when
malfal94 is omitted, that is, when we do not control forogephical or ecological
determinants at all. Still the results are robdste main difference is depicted lopenk
which is significant at the 5 percent level in r@gressions, and thus, there does not seem to

be a high correlation betweemlfal94and our institutional measures.
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The empirical analysis demonstrates that at leestegtantism and Islam have a significant
influence on the quality of institutions. Accordipg a high proportion of Protestant
population accompanies growth-supporting infornmettitutions, while a high proportion of
Muslim population is negatively correlated with tkenstraints on the executive in the
particular countries