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1. General Introduction

The development of inbred lines with superior testcross performance is a major objective of hybrid breeding (Hallauer 1990). In maize, inbred lines have commonly been derived by recurrent selfing for five to six generations. The use of doubled haploids (DHs) enables the development of completely homozygous lines in one step and, thus, represents a promising alternative to recurrent selfing. Besides time saving, further advantages of using DHs in hybrid breeding are (i) the availability of the maximum additive variance for DHs in comparison with half the additive variance in the S₁ generation, (ii) the possibility to evaluate potential hybrid cultivars from the very beginning of the selection process, (iii) the reduction of masking effects due to remaining heterozygosity, (iv) a good \textit{per se} performance of DH lines due to the elimination of deleterious mutants during DH development, (v) cost-savings due to reduced expenses for selfing and maintenance breeding, (vi) the possibility to protect outstanding lines early by plant variety rights, and (vii) simplified logistics (\textit{cf.} Schmidt 2004, Röber et al. 2005).

Spontaneous haploids have early been reported in maize (Stadler 1929 unpublished, cited by Randolph 1932), but their occurrence is very low (0.1\%, Chase 1947). Furthermore, spontaneous chromosome doubling is seldom in maize with rates below 10\% (Beckert 1994). The identification of inbred lines that induced larger number of haploids (Coe 1959, Kermicle 1969) and intensive selection resulted up to now in the development of lines with haploid induction rates above 10\% (\textit{cf.} Röber et al. 2005). These lines are
used in the in-vivo haploid induction mostly as pollinators in crosses with elite germplasm to induce larger number of haploids in breeding materials. In combination with artificial chromosome doubling, e.g., by the use of colchicine, in-vivo haploid induction can easily be integrated into existing breeding programs. Consequently, in-vivo haploid induction is currently adopted as a routine method in commercial maize breeding programs in Europe (Schmidt 2004) and North America (Seitz 2005). The implementation of the new DH technology in maize breeding requires an investigation of the optimum breeding scheme. This involves the optimization and comparison of different breeding schemes in order to maximize progress from selection, taking possible limits of the DH technique into account.

**Target criteria for optimization of breeding schemes**

Selection gain ($\Delta G$) (Cochran 1951; Utz 1969) and the probability of identifying superior genotypes ($P(q)$) (Robson et al. 1967; Johnson 1989; Knapp 1998) were reported in the literature to quantify the progress from selection. Selection gain represents the difference between the genotypic mean of the selected fraction and the genotypic mean of the base population (Fig. 1.1). In contrast, $P(q)$ is the percentage of selected genotypes exceeding a given threshold, e.g., the $(100 - q)\%$ quantile of the normal distribution.

For a given population, $\Delta G$ is a function of the heritability and selection intensity, and increases with larger values for both parameters (Bernardo 2002). Heritability increases with an increasing number of testers, test locations, years, and replications in performance trials. Selection intensity increases with a larger number of initial test candidates and/or a smaller number of selected test candidates. For a given population and a fixed number of selected test candidates, $P(q)$ is increased by an increasing number of initial test candidates and by an increasing heritability (Robson et al. 1967;
Figure 1.1 Expected distribution of genotypes in an infinite base population, where $\alpha$ refers to the selected fraction, $\mu_0$ to the mean genotypic value of the base population, $\mu_{\alpha}$ to the mean genotypic value of the selected fraction, and $t$ to a given threshold.

Johnson 1989). Thereby, a large number of initial test candidates is required in order to have at least the number of desired superior genotypes in the initial sample. A large heritability warrants a high probability of detecting them. Hence, a plant breeder with a fixed budget has to find a compromise between (i) the number of candidates to be tested and (ii) the intensity of their testing as determined by the number of testers, test locations, years, and replications. This requires an optimization of the test resources for each breeding scenario.

Selection gain represents the most widely used target criterion in recurrent selection to optimize the allocation of test resources and to compare different methods (cf. Choo and Kannenberg 1988; Gallais 1991). In contrast, $P(q)$
represents a suitable target criterion to focus on rapid development of competitive varieties (Robson et al. 1967; Johnson 1989), e.g., in second-cycle breeding, where new lines are developed by crossing elite inbreds within heterotic groups. An optimization of the allocation of test resources based on $P(q)$ seems especially promising for the use of DHs due to the possibility to evaluate potential hybrid cultivars from the beginning of the selection process. However, $P(q)$ has so far not been used to determine the optimum allocation of test resources. Furthermore, the diverse definitions of $\Delta G$ and $P(q)$ may lead to differences in the optimum allocation of test resources. Thus, a comparison of these target criteria is necessary with particular emphasis on the potential of $P(q)$ for hybrid maize breeding with DHs.

Selection theory was developed by assuming an infinite population size, although populations of medium size are commonly used in plant breeding (Cochran 1951; Hanson and Brim 1963; Utz 1969; Tomerius 2001; Grüneberg et al. 2004). This assumption simplifies the calculations considerably but affects the probability distribution of the test candidates. With stochastic simulations, selection gain was determined for a finite population size (Cochran 1951; Finney 1966; Utz 1969; Young 1976). Thereby, marginally reduced $\Delta G$ and similar optimum allocation of test resources were obtained in comparison with infinite population sizes. However, these studies were conducted more than 30 years ago and the limited computing power available at that time largely restricted the accuracy of simulations and the number of scenarios considered. Therefore, verification of the above conclusions with more accurate simulations in a broader range of scenarios is required.

**Alternative breeding schemes for hybrid maize breeding with DHs**

Owing to the necessity of five to six selfing generations in conventional line development, two selection stages on testcross performance can be realized
until homozygous lines are available. In contrast, with DHs the evaluation of potential hybrid cultivars is possible from the very beginning of the selection process. This enables an early registration of varieties, e.g., after one stage of selection. However, for one-stage selection, a 20% smaller $\Delta G$ in comparison with two-stage selection was reported in the literature (Utz 1969). The assumptions about the budget and variance components in this study differed clearly from those applying to hybrid maize breeding. Thus, an investigation of the potential of one- and two-stage selection in hybrid maize breeding with DHs is required.

With a large number of lines in each heterotic group, the number of factorial crosses among them becomes rapidly prohibitive. Hence, new lines are usually tested in combination with one or several testers to evaluate their general combining ability (GCA, Hallauer et al. 1988). Specific combining ability (SCA) acts as a masking effect in determining GCA. Its influence can be reduced by using genetically broad testers and/or an increased number of testers (Hallauer and Miranda 1981).

Considering one-stage selection for GCA between inbred lines in maize, Federer and Sprague (1947) and Keller (1949) investigated the optimum number of testers, lines, and replications. They concluded that for a fixed budget, $\Delta G$ was increased by increasing the number of testers even at the expense of the number of lines and replications. Schnell (1996) extended these investigations to two-stage selection for early generations in maize considering also the number of test locations. For a fixed budget corresponding to 1200 testcross plots, he suggested to use one tester in the first and seven testers in the second stage of selection. However, these studies used simplified genetic models for calculation of $\Delta G$. Varying the type of tester, e.g., use of inbred lines, single crosses, or double crosses as testers, may affect the optimum number of test candidates, testers, test locations, and replications. However, investigations on the type of testers within the context of optimum allocated test resources have not been reported in the literature. Consequently, a thorough study on the optimum type and number of testers is required for the optimum allocation of hybrid maize breeding schemes.
Testcross performance of experimental lines is the prime selection criterion in hybrid maize breeding (Mihaljevic et al. 2005). However, an economic production of hybrid seed requires an acceptable line *per se* performance of the seed parent (Sampoux and Gallais 1996, Gallais 1997). The possibility of a simultaneous improvement of line *per se* and testcross performance depends on the genetic correlation between both selection criteria (Mihaljevic et al. 2005). For nearly homozygous lines in maize, values for the genetic correlation between line *per se* and testcross performance of 0.5 are reported in the literature (Seitz et al. 1992, Mihaljevic et al. 2005). For these reasons, evaluation of line *per se* performance may be an interesting alternative to testcross evaluations in the first selection stage. Nevertheless, an assessment of this selection strategy based on line *per se* and testcross performance is not available in maize.

Alternatively to the evaluation of potential hybrid cultivars from the beginning of the selection process, an early test on testcross performance in the $S_1$ or $S_2$ selfing generation could be made before DH production. This elongates the breeding scheme but permits to restrict the production and testing of DH lines to those derived from segregation in the most promising families. The potential of early testing has been debated ever since it was first proposed by Jenkins (1935). Early testing was considered useful by Sprague (1946), Lonnquist (1950), Hallauer and Lopez-Perez (1979), and Jensen et al. (1983). In contrast, Richey (1945) and Payne and Hayes (1949) discouraged the use of early testing.

The aim of early testing is to select lines with above-average combining ability to concentrate the test resources on more promising material (cf. Hallauer et al. 1988). Thereby, early testing is based on the assumption that the combining ability of a line is determined during the early generations of selfing (cf. Hallauer et al. 1988). The genetic correlation for testcross performance between $S_1$ plants and inbreds is larger than 0.7 supporting the determination of combining ability in the early stages of selfing (Bernardo 1991). Therefore, the concentration of test resources on the most promising
families in early testing prior to DH production may be an interesting alternative to intensive evaluation of DH lines from the beginning of the selection process. However, an assessment of the potential of early testing in hybrid maize breeding with DHs is completely lacking in the literature.

**Objectives**

The goal of my thesis research was to examine the optimum implementation of DHs in hybrid maize breeding with emphasis on the optimum allocation of test resources. In particular, the objectives were to

1. compare two target criteria for the allocation of test resources with $\Delta G$ for infinite and finite population size as well as $P(q)$ by use of numerical integration and Monte Carlo simulations;

2. investigate the impact of varying budget, variance components, and number of finally selected test candidates on the optimum allocation of test resources and the different target criteria;

3. examine the potential and limitations of the current technique of DH production and its impact on the target criteria, choice of breeding schemes, and optimum allocation of test resources;

4. compare one- versus two-stage selection on testcross performance in hybrid maize breeding with DHs;

5. assess two-stage breeding schemes with evaluation of (i) testcross performance in both stages, or (ii) line *per se* performance in the first stage followed by testcross performance in the second stage;

6. investigate the potential of early testing in hybrid maize breeding with DHs and identify the optimum number of families and DH lines within families;
7. determine the optimum allocation of the number of test candidates, test locations, as well as number and type of testers for the investigated breeding schemes; and

8. give recommendations for the optimum implementation of DHs in commercial hybrid maize breeding.
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Abstract Optimum allocation of resources is of fundamental importance for the efficiency of breeding programs. The objectives of our study were to (1) determine the optimum allocation for the number of lines and test locations in hybrid maize breeding with doubled haploids (DHs) regarding two optimization criteria, the selection gain \( \Delta G_k \) and the probability \( P_k \) of identifying superior genotypes, (2) compare both optimization criteria including their standard deviations (SDs), and (3) investigate the influence of production costs of DHs on the optimum allocation. For different budgets, number of finally selected lines, ratios of variance components, and production costs of DHs, the optimum allocation of test resources under one- and two-stage selection for testcross performance with a given tester was determined by using Monte Carlo simulations. In one-stage selection, lines are tested in field trials in a single year. In two-stage selection, optimum allocation of resources involves evaluation of (1) a large number of lines in a small number of test locations in the first year and (2) a small number of the selected superior lines in a large number of test locations in the second year, thereby maximizing both optimization criteria. Furthermore, to have a realistic chance of identifying a superior genotype, the probability \( P_k \) of identifying superior genotypes should be greater than 75\%. For budgets between 200 and 5,000 field plot equivalents, \( P_k > 75\% \) was reached only for genotypes belonging to the best 5\% of the population. As the optimum allocation for \( P_k(5\%) \) was similar to that for \( \Delta G_k \), the choice of the optimization criterion was not crucial. The production costs of DHs had only a minor effect on the optimum number of locations and on values of the optimization criteria.

Keywords Optimum allocation · Selection gain · Probability · Superior genotype · Monte Carlo simulation

Introduction

Optimum allocation of financial and breeding resources is of fundamental importance for the efficiency of breeding programs and selection strategies. Advances in the production of doubled haploids (DHs) by in vivo haploid induction (Bordes et al. 1997; Röber 1999) offer a promising alternative to recurrent selfing for rapid inbred line development in hybrid maize breeding. Currently, DHs are adopted as a routine method in commercial maize breeding programs in North America (Seitz 2005) and Europe (Schmidt 2004). Their efficient use requires an optimization of the entire breeding scheme in order to maximize progress from selection. A selection strategy may involve one or several stages of selection. In the latter case, the initial population of lines is evaluated in 1 year and a superior subset is selected for further evaluation and selection in subsequent year(s). To quantify the progress from \( k \) selection stages, various criteria have been used such as (1) the selection gain \( \Delta G_k \) (Cochran 1951; Utz 1969) and (2) the probability of identifying superior genotypes \( P_k \) (Keuls and Sieben 1955; Robson et al. 1967; Johnson 1989; Knapp 1998). In recurrent selection, \( \Delta G_k \) represents the most widely used criterion to compare different methods and optimize the selection progress in population improvement (cf. Choo and Kannenberg 1988; Gallais 1991). For a given population, \( \Delta G_k \) is a function of the heritability \( (h^2) \) and selection intensity \( (i_s) \), and increases with larger values for both parameters (Bernardo 2002). Heritability increases with an increasing number of test locations, years, and replications in performance trials, whereas \( i_s \) depends on the selected fraction \( (z) \) and the...
probability distribution of the lines. With a fixed number of finally selected lines \( (N_f) \), \( I_x \) increases with a larger number of initial lines. Hence, a plant breeder with a fixed budget has to find a compromise between (a) the number of initial lines and (b) the intensity of their testing as determined by the number of test locations, years, and replications. This requires an optimization of the test resources for each breeding scenario.

For \( \Delta G_k \), the optimum allocation of test resources for a fixed budget was investigated with numerical integration, assuming an infinite population size (Utz 1969), and with stochastic simulations, assuming a finite population size (Finney 1966; Young 1976). However, production costs of DHs have so far not been taken into account. In addition, most studies on the optimum allocation of resources were conducted more than 30 years ago and the limited computing power available at that time restricted the number of scenarios considered.

In addition to medium- and long-term germplasm improvement, plant breeders are forced to focus on rapid development of competitive varieties. For the latter purpose, \( P_k \) represents a suitable criterion (Johnson 1989). For a given population and a fixed number of \( N_j \), \( P_k \) is increased by (1) an increasing number of lines in order to have at least the number of desired superior genotypes in the initial sample and (2) an increasing \( h^2 \) to warrant a high probability of detecting them. For one-stage selection, Robson et al. (1967) and Johnson (1989) investigated the impact of \( h^2 \), the initial sample size, and \( N_j \) on the probability \( (P_1) \) that all \( N_j \) have genotypic values exceeding a given threshold. Knapp (1998) extended this approach to marker-assisted selection. Nevertheless, these studies investigated \( P_k \) only for given values of \( h^2 \) and \( x \), disregarding the optimum allocation of resources. Furthermore, \( \Delta G_k \) and \( P_k \) have not yet been compared for one- and two-stage selection.

In this study, we optimized the allocation of test resources in hybrid maize breeding with DHs under one- and two-stage selection for testcross performance with a given tester by using Monte Carlo simulations. For different assumptions regarding the budget, ratio of variance components, and value of \( N_j \), we (1) determined the optimum allocation of the number of lines and test locations for \( \Delta G_k \) and \( P_k \), (2) compared both optimization criteria including their standard deviations, and (3) investigated the influence of production costs of DHs on the optimum allocation of test resources.

#### Materials and methods

##### Selection strategies

In a standard maize breeding scheme (Fig. 1), a total of \( N_j \) DH lines generated from one or several \( F_1 \) crosses via in vivo haploid induction are available at the beginning of the evaluation and selection process. A certain number \( N_f \) of phenotypically best DH lines are selected. We compared \( N_f = 1 \) and \( N_f = 5 \). The target variable \( Y \) is the genotypic value of testcross performance with a given tester \( T \) for a certain trait or index of traits. The tester can be any population with an arbitrary structure such as an inbred line, single cross, or random mating population. With one-stage selection, selection is based on field tests in a single year. With two-stage selection, field tests are conducted in 2 years with a subset of the most superior lines \( N_j \) selected after the first year being evaluated in the second year. At stage \( j (j = 1, 2) \), selection among \( N_j \) DH lines is based on variable \( X_n \), the phenotypic mean of testcross performance at this stage with tester \( T \) evaluated in \( L_j \) locations with \( R_j \) replications. At stage \( j = 2 \), the selection among lines could alternatively be based on an index of their performance in the first and second year. However, this would affect the optimum allocation and the selection gain only marginally (Utz 1969; Young 1976). Without an upper limit on \( L_j, R_j = 1 \) is optimal regarding \( \Delta G_k \) (Sprague and Federer 1951; Utz 1969). Thus, we set \( R_j = 1 \).

#### Economic frame and quantitative-genetic parameters

We investigated three assumptions \( (C = 0, 0.5, 1) \) concerning the production cost of one DH line relative to...
the cost of one field plot for evaluating testcross progenies. For instance, \( C = 0.5 \) means that the production cost of one DH line is equal to half the cost of one field plot. \( C = 0.5 \) corresponds to the actual costs of DH production in breeding companies most advanced in the DH technique (Seitz, personal communication). \( C = 1 \) is a realistic assumption at the beginning of establishing the DH technique in a breeding program. With further improvements in the DH technique, the costs of DH production may become negligible in the future (\( C = 0 \)).

A fixed total budget \( B \) for (1) producing the DH lines and (2) evaluating their testcross progenies in \( k \) selection stages was defined in terms of testcross plot equivalents as

\[
B = N_1 C + \sum_{j=1}^{k} N_j L_j R_j
\]

assuming equal plot sizes in all selection stages. We compared three budgets with \( B = 200, 1,000, 5,000 \) plot equivalents. An overview of the notation used throughout this treatise is given in Table 1.

Three ratios of variance components (\( \sigma^2_{g1}, \sigma^2_{g2}, \sigma^2_{g3} \); \( \sigma^2_{gl}, \sigma^2_{gy} \)) were considered, where \( \sigma^2_{g1} \) refers to the genotypic variance, \( \sigma^2_{g2} \) to the variance of genotype \( \times \) location interactions, \( \sigma^2_{gl} \) to the variance of genotype \( \times \) year interactions, \( \sigma^2_{gy} \) to the variance of genotype \( \times \) location \( \times \) year interactions, and \( \sigma^2_c \) to the error variance. We set \( VC_1 = 1:0.25:0.25:0.5:1 \), \( VC_2 = 1:0.5:0.5:1:2 \), and \( VC_3 = 1:1:1:2:4 \), resulting in a heritability on a plot basis of 0.33, 0.20, and 0.11, respectively. These ratios were chosen based on combined analyses of variance of grain yield in (1) recent official maize variety performance tests in Germany (VC1, Lairdig, personal communication), (2) DH populations of commercial breeding programs (VC2, Gordillo and Geiger 2004), and (3) official maize variety performance tests in Southwest Germany (VC3, P. Herrmann, unpublished data).

### Simulation model

Genotypic and phenotypic values were generated separately for each combination of the above factors. Genotypic values were sampled from a normal distribution \( N(0, \sigma^2_g) \). Non-genetic values were sampled from a normal distribution \( N(0, \sigma^2_n) \), with

\[
\sigma^2_m = \sigma^2_{g2} L_j + \sigma^2_{gl} L_j + \sigma^2_{gy} L_j R_j
\]

representing the non-genetic variance. Phenotypic values were then generated by adding non-genetic values to the genotypic values. For two-stage selection, genotypic and phenotypic values were sampled out of a multivariate normal distribution \( MVN(\mu, \Sigma) \) with \( \mu = (0, 0, 0) \) and

\[
\Sigma = \begin{pmatrix}
\sigma^2_g & \sigma^2_{g2} & \sigma^2_{gl} \\
\sigma^2_{g2} & \sigma^2_g & \sigma^2_{gy} \\
\sigma^2_{gl} & \sigma^2_{gy} & \sigma^2_c
\end{pmatrix}
\]

The covariance between the phenotypic values at stage \( j=1 \) and \( j=2 \) was determined as \( \text{cov}_{12} = \sigma^2_g + (L_1 \sigma^2_g + L_2 \sigma^2_c)/L_2 \), with \( L_2 \) representing the number of locations common to both selection stages (Utz 1969).

We assumed \( L_c = L_1 \). The two optimization criteria and their SDs were then calculated and stored. This procedure was repeated for each factor combination and choice of \( N_j \) and \( L_j \), with a new set of realizations of random variables (further referred to as runs). The number of runs required to warrant an accuracy of 0.01 for the optimization criterion was calculated based on the standard error of the arithmetic mean as \((3SD/0.01)^2\) (Berry and Lindgren 1996). Between 7,000 and 70,000 simulation runs were required for the different scenarios.

### Optimum allocation and optimization criteria

An admissible allocation of test resources refers to tuples \( (N_j, L_j) \) for all stages \( j \), such that Eq. 1 is satisfied. An element \( (N_j^*, L_j^*) \) is denoted as an optimum allocation if it maximizes the optimization criterion in the set of admissible allocations. For each run, the mean genotypic value of the \( N_j \) selected lines was calculated and the selection gain was estimated by averaging over all Monte Carlo runs for the allocation considered \( (\Delta G_j) \). The variance among these runs was used to calculate the

<table>
<thead>
<tr>
<th>Table 1 Notation used in this treatise</th>
</tr>
</thead>
<tbody>
<tr>
<td>( h^2 )</td>
</tr>
<tr>
<td>( i_s )</td>
</tr>
<tr>
<td>( j )</td>
</tr>
<tr>
<td>( B )</td>
</tr>
<tr>
<td>( C )</td>
</tr>
<tr>
<td>( \Delta G_k )</td>
</tr>
<tr>
<td>( \Delta G_t )</td>
</tr>
<tr>
<td>( \Delta G^*_t )</td>
</tr>
<tr>
<td>( N_i )</td>
</tr>
<tr>
<td>( N_i, L_i, R_i )</td>
</tr>
<tr>
<td>( N'_t, L'_t )</td>
</tr>
<tr>
<td>( P_t(q) )</td>
</tr>
<tr>
<td>( P_t(q) )</td>
</tr>
<tr>
<td>( P^*_t(q) )</td>
</tr>
<tr>
<td>( \sigma_{g1}, \sigma_{g2}, \sigma_{gl}, \sigma_{gy}, \sigma_c )</td>
</tr>
</tbody>
</table>
corresponding SD $\left(\text{SD}_{\Delta G}\right)$. In addition, the number of selected lines with genotypic values exceeding a fixed $(100-q)$% quantile of the corresponding normal distribution $N(0, \sigma^2)$ was determined for each run and divided by $N_f$. The probability of identifying superior genotypes was estimated by averaging these values over all Monte Carlo runs for the allocation considered ($P_j(q)$). The variance among these runs was used to calculate the corresponding SD $\left(\text{SD}_{P_j}\right)$. We examined $q$ values of 25, 5, 1, and 0.1%, with corresponding standardized genotypic thresholds of 0.67449, 1.64485, 2.32635, and 3.09023, respectively.

The optimum allocation of test resources for each scenario was obtained by a grid search in $Z$, the space of admissible resource allocations. For instance, for $B=200$, $N_f=1$, VC1, $C=0$, and one-stage selection, the optimum choice of $N_j$ was determined by varying the selected fraction $z_j$ between 0.01 and 0.30 for each $L_j$ between one and a number that allowed a clear identification of the optimum of $L_j$. Thus, at least 100 calculations were performed to identify the optimum allocation for each scenario. Let $OC$ represent the optimization criterion $\Delta G_j$ or $P_j(q)$. Let $(N_j^*, L_j^*)$ be the allocation, where $OC$ assumes its numerical maximum value in the simulations $OC\left(N_j, L_j\right) = \max_{(N_j, L_j) \in Z} OC\left(N_j, L_j\right)$.

(4)

Since $OC$ is only estimated with a precision of 0.01, the optimum allocation $(N_j^*, L_j^*)$ was determined following Utz (1969) such that the number of locations was minimum among all allocations within 0.01 drop-off of $OC\left(N_j^*, L_j^*\right)$, i.e.,

$L_j^* = \min_{L_j} \left\{ (N_j, L_j) \in Z | OC\left(N_j^*, L_j^*\right) - OC\left(N_j, L_j\right) < 0.01 \right\}$.

(5)

The reason being that breeders prefer for technical reasons tests in fewer locations if this affects the OC only marginally.

The values of each optimization criterion at its corresponding optimum allocation $(N_j^*, L_j^*)$ were denoted as $\Delta G_j^*$ and $P_j^*(q)$. Simulation programs were written in C and implemented in the statistical software R (R Development Core Team 2004).

**Results**

The optimization criteria were similarly affected by deviations from the optimum allocation of test resources for one- and two-stage selection, $N_f=1$ or 5, and production costs of DHs. Thus, only response curves for $\Delta G_1$ and $P_1(1\%)$ as a function of $L_1$ were presented for varying budgets and ratio of variance components assuming one-stage selection, $N_f=1$, and $C=0.5$ (Fig. 2). With increasing $L_1$, the optimization criteria $\Delta G_1$ and $P_1(1\%)$ increased up to an optimum and decreased slightly thereafter. Both response curves were flat in the vicinity of the maximum. The increase in $\Delta G_1$ and $P_1(1\%)$ was largest between $L_1=1$ and $L_1=4$. Curves for $\text{SD}_{P_j}(q)$ displayed similar trends as those for $P_1(1\%)$, with a maximum at the optimum allocation of $P_1(1\%)$. In contrast, curves for $\text{SD}_{\Delta G}$ decreased with increasing $L_1$.

The consequences of one-stage versus two-stage selection, varying $N_f$ and budgets on the optimum allocation of test resources and optimization criteria were hardly affected by the ratio of variance components and production costs of DHs (data not shown). Hence, the results on the influence of the former group of factors were presented exemplarily for intermediate values VC2 and $C=0.5$ (Table 2). The optimum number of initial lines $N_1^*$ and test locations for two-stage selection was about twice as large as for one-stage selection. This was due to the optimum allocation of two-stage selection, which comprised a large number of initial lines $N_1^*$ tested in a small number of test locations $L_1^*$ at the first stage, and a small number of selected lines $N_2^*$ tested in a large number of test locations $L_2^*$ at the second stage. Furthermore, under the same allocation of resources $\Delta G_j^*$ and values of $P_j(5\%)$, $P_j(1\%)$, and $P_j(0.1\%)$ were on average 20, 30, 50, and 80%, respectively, higher than for one-stage selection. Reducing $N_f$ from five to one resulted in (1) smaller values of $N_f^*$ but larger values of $L_f^*$ in the last selection stage, and (2) an increase in $\Delta G_j^*$ and corresponding values for $P_j(5\%)$, $P_j(1\%)$, and $P_j(0.1\%)$ of 20, 30, 60, and 110%, respectively. However, SD of these estimates were also increased by more than 60% on average. For one-stage selection, increasing the budget from $B=200$ to $B=5,000$ resulted in a more than 10-fold increase in $N_1^*$ and a twofold increase in $L_1^*$. For two-stage selection, $N_1^*$ and $N_2^*$ increased more than 15- and 5-fold, whereas $L_1^*$ and $L_2^*$ increased twofold and threefold, respectively. In addition, the average increase in $\Delta G_j^*$ and corresponding values for $P_j(5\%)$, $P_j(1\%)$, and $P_j(0.1\%)$ was 65, 125, 300, and 650%, respectively.

The influence of different ratios of variance components and production costs of DHs on the optimum allocation of test resources and optimization criteria was hardly affected by the number of selection stages, $N_f$, and budget. Therefore, representative results on the influence of both factors were given for two-stage selection, $B=1,000$, and $N_f=1$ (Table 3). An increase in the non-genetic variance from VC1 to VC3 resulted in a reduction in $N_f^*$ and an increase in $L_f^*$ for $\Delta G_j^*$, $P_j(5\%)$, and $P_j(1\%)$. For $P_j(0.1\%)$, $N_f^*$ was also reduced with increasing non-genetic variance, but $N_j^*$ increased and $L_j^*$ was fairly stable. The optimum allocation of test resources based on the same VC but different optimization criteria differed largely for small values of $q (q=0.1\%)$ and large non-genetic variance (VC3). For instance, for VC3 and $C=0.5$ the optimum number of lines $N_f^*$ was approximately doubled and the optimum number of locations $L_f^*$ was halved for...
In comparison with $D^G_k$, in addition, $D^G_k; P^k(5\%); P^k(1\%); \text{ and } P^k(0.1\%)$ were reduced by approximately 25, 35, 65, and 70\%, respectively, with increasing non-genetic variance. For $C=1$ compared with $C=0$, $N^*_f$ decreased about 50\%, whereas $L^*_j$ changed only slightly. The reduction in $\Delta G^*_k$ and $P^k(q)$ for
C = 1 versus C = 0 was small, and ranged from 5% ($\Delta G_k^c$) to 30% ($P_k^c(0.1%)$).

**Discussion**

The selection gain ($\Delta G_k$) is the most widely used criterion to optimize selection processes, but an infinite sample size was assumed in most studies (Cochran 1951; Hanson and Brim 1963; Utz 1969; Tomerius 2001; Grünberg et al. 2004). As breeding populations normally are relatively small, we determined $\Delta G_k$ for finite sample sizes. However, both assumptions result in similar optimum allocations and marginally reduced gains for the finite sample case (Cochran 1951; Finney 1966; Utz 1969). We compared $\Delta G_k$ with an alternative optimization criterion, the probability $P_k(q)$ of identifying superior genotypes. Both $\Delta G_k$ and $P_k(q)$ were estimated by Monte Carlo simulations for one- and two-stage selection, assuming a Gaussian normal distribution of (1) genotypic and (2) phenotypic values. Experimental verification of the latter assumption requires a large population size in view of the low power of statistical tests for deviations from a Gaussian normal distribution. However, an extremely extensive QTL mapping experiment in maize (Schön et al. 2004) with testcross

---

**Table 3** Optimum allocation of test resources maximizing selection gain $\Delta G_k^c$ or probability $P_k(q)$ of identifying one line ($N_i = 1$) with a genotypic value belonging to the 5, 1, and 0.1% best genotypes of the population for two-stage selection assuming $B = 1,000$. For explanation of abbreviations, see Table 1.

<table>
<thead>
<tr>
<th>Assumptions</th>
<th>Optimum allocation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta G_k^c$</td>
<td>$N_1^<em>, N_2^</em>, L_1^<em>, L_2^</em>$</td>
</tr>
<tr>
<td>1°</td>
<td>OC²</td>
</tr>
<tr>
<td>0</td>
<td>739</td>
</tr>
<tr>
<td>0.5</td>
<td>498</td>
</tr>
<tr>
<td>1</td>
<td>396</td>
</tr>
<tr>
<td>2°</td>
<td>OC²</td>
</tr>
<tr>
<td>0</td>
<td>660</td>
</tr>
<tr>
<td>0.5</td>
<td>298</td>
</tr>
<tr>
<td>1</td>
<td>251</td>
</tr>
<tr>
<td>3°</td>
<td>OC²</td>
</tr>
<tr>
<td>0</td>
<td>346</td>
</tr>
<tr>
<td>0.5</td>
<td>224</td>
</tr>
<tr>
<td>1</td>
<td>199</td>
</tr>
<tr>
<td>$P_k^c(5%)$</td>
<td>OC²</td>
</tr>
<tr>
<td>1°</td>
<td>OC²</td>
</tr>
<tr>
<td>0</td>
<td>760</td>
</tr>
<tr>
<td>0.5</td>
<td>480</td>
</tr>
<tr>
<td>1</td>
<td>350</td>
</tr>
<tr>
<td>2</td>
<td>OC²</td>
</tr>
<tr>
<td>0</td>
<td>620</td>
</tr>
<tr>
<td>0.5</td>
<td>293</td>
</tr>
<tr>
<td>1</td>
<td>257</td>
</tr>
<tr>
<td>3</td>
<td>OC²</td>
</tr>
<tr>
<td>0</td>
<td>580</td>
</tr>
<tr>
<td>0.5</td>
<td>271</td>
</tr>
<tr>
<td>1</td>
<td>254</td>
</tr>
<tr>
<td>$P_k^c(1%)$</td>
<td>OC²</td>
</tr>
<tr>
<td>1°</td>
<td>OC²</td>
</tr>
<tr>
<td>0</td>
<td>739</td>
</tr>
<tr>
<td>0.5</td>
<td>480</td>
</tr>
<tr>
<td>1</td>
<td>392</td>
</tr>
<tr>
<td>2</td>
<td>OC²</td>
</tr>
<tr>
<td>0</td>
<td>690</td>
</tr>
<tr>
<td>0.5</td>
<td>312</td>
</tr>
<tr>
<td>1</td>
<td>257</td>
</tr>
<tr>
<td>3</td>
<td>OC²</td>
</tr>
<tr>
<td>0</td>
<td>667</td>
</tr>
<tr>
<td>0.5</td>
<td>288</td>
</tr>
<tr>
<td>1</td>
<td>271</td>
</tr>
<tr>
<td>$P_k^c(0.1%)$</td>
<td>OC²</td>
</tr>
<tr>
<td>1°</td>
<td>OC²</td>
</tr>
<tr>
<td>0</td>
<td>832</td>
</tr>
<tr>
<td>0.5</td>
<td>538</td>
</tr>
<tr>
<td>1</td>
<td>427</td>
</tr>
<tr>
<td>2</td>
<td>OC²</td>
</tr>
<tr>
<td>0</td>
<td>760</td>
</tr>
<tr>
<td>0.5</td>
<td>526</td>
</tr>
<tr>
<td>1</td>
<td>412</td>
</tr>
<tr>
<td>3</td>
<td>OC²</td>
</tr>
<tr>
<td>0</td>
<td>730</td>
</tr>
<tr>
<td>0.5</td>
<td>480</td>
</tr>
<tr>
<td>1</td>
<td>395</td>
</tr>
</tbody>
</table>

²OC = optimization criterion
³SD = standard deviation of estimates among runs
⁴VC1 = 1:0.25:0.25:0.5:1
⁵VC2 = 1:0:5:0:5:1:2
⁶VC3 = 1:1:1:2:4

C = 1 versus C = 0 was small, and ranged from 5% ($\Delta G_k^c$) to 30% ($P_k^c(0.1%)$).
progenies of 976 F\textsuperscript{5} lines evaluated in 19 locations provided no evidence that phenotypic means for yield deviated from a Gaussian normal distribution. Likewise, the large number of detected QTL with small effects resulted in an approximative Gaussian normal distribution of genotypic values due to the Central Limit Theorem (Scho¨n et al. 2004). Nevertheless, further research is needed to check the assumptions on probability distributions. DH populations should be an excellent tool for this purpose, because natural selection during inbreeding is minimized, if selection during in vivo haploid induction can be neglected.

We chose an accuracy of 0.01 for the optimization criteria to limit the number of simulation runs to a manageable number. Increasing the accuracy up to 0.0001 would require 5,000,000–600,000,000 simulation runs. However, the length of the resulting optimum allocation interval for an accuracy of 0.01 is only a minor problem for practical breeding purposes due to the extremely flat response curves.

Comparison of optimization criteria

In a first step, we compare the two optimization criteria under the assumption of no non-genetic variance (\(h^2 = 1\)) and one-stage selection (Fig. 3), because two-stage selection offers advantages only for \(h^2 < 1\). Our simulation results for \(\Delta G_1\) and \(SD_{\Delta G_1}\) were in harmony with means and standard deviations of order statistics (Pearson and Hartley 1972). For \(P_1(q)\) the results were in agreement with those reported by Robson et al. (1967, Appendix 6 and Table 2). Thus, our Monte Carlo simulations were sufficiently accurate to estimate \(\Delta G_1\) and \(P_1(q)\). Furthermore, simulations can provide estimates for \(SD_{\Delta G_1}\), \(P_2(q)\), \(SD_{P_1(q)}\), and \(SD_{P_2(q)}\), which were not reported in previous studies.

The response curves of both optimization criteria illustrated that the slopes decreased with an increasing number of lines (Fig. 3). This corroborates the well-known relationship that a linear increase in \(\Delta G_1\) requires an exponential increase in \(N_1\) (Becker 1993). The choice

![Graph](image-url)

**Fig. 3** a Selection gain \(\Delta G_1\), b probability \(P_1(q)\) of identifying one line with a genotypic value belonging to the \(q\)% best genotypes of the population, c, d corresponding standard deviation \(SD_{\Delta G_1}\) and \(SD_{P_1(q)}\), respectively, as a function of the number of lines assuming \(h^2 = 1\). For explanation of abbreviations, see Table 1
of \(q\) had a strong influence on the curve of \(P_1(q)\), especially its slope. Response curves of \(P_1(5\%)\) and \(P_1(1\%)\) were similar in shape to the curve of \(\Delta G_1\). \(P_1(25\%)\) increased rapidly between 2 and 20 lines reaching for \(N_1 > 20\) a 100% probability that the selected genotype belongs to the best 25% of the population. In contrast, the response curve of \(P_1(0.1\%)\) was almost linear with a low slope. Thus, for \(N_1 = 1,000\) the probability that the selected genotype belongs to the best 0.1% of the population is still smaller than 65%. Consequently, for obtaining DHs with large genotypic values, a very large number \(N_1\) of initial lines must be tested, which is in harmony with results of Robson et al. (1967), Johnson (1989), and Knapp (1998). In addition to rarely occurring positive recombinants, this result may explain that outstanding inbreds are identified only seldom in practice because the choice of \(N_1\) is commonly much smaller than required. \(P_1(25\%)\) will be disregarded in our further discussion, because of being close to one.

In practice, selection is based on phenotypic and not on genotypic values and, thus, heritability is smaller than one. The influence of the different optimization criteria on the optimum allocation of test resources was hardly affected by the number of selection stages. Hence, only results for two-stage selection are discussed. Optimum allocation of test resources differed for the two optimization criteria and also for values of \(q\), especially under large non-genetic variance (Table 3). The closest agreement between the optimum allocation of test resources maximizing \(P_1(q)\) and \(\Delta G_1\) was observed for \(q = 5\%\). With decreasing values of \(q\), an increased \(N_1^*\) and a decreased \(L_1^*\) were observed. Nevertheless, values of \(P_1(q)\) differed only slightly from \(P_1(q)\) at the optimum allocation of test resources with regard to \(\Delta G_1\). For instance, \(P_1(0.1\%) = P_1(0.1\%)\) was below 0.01 for two-stage selection, \(B = 1,000\), \(N_1 = 1\), VC2, and \(C = 0.5\) (Tables 2, 3). This can be explained by the flat response curves of \(\Delta G_1\) and \(P_1(q)\) in the vicinity of the maximum (Fig. 2). For \(\Delta G_1\), it is attributable to the small slopes of the curves of \(\hat{h}^2\) for increased \(L_1^*\) and \(L_1\) for decreased \(x\) (Becker 1993). For \(P_1(q)\), these findings are due to the small slopes of the curves of (1) \(\hat{h}^2\) and (2) the probability that genotypes belonging to the \(q\%\) best genotypes of the population are among the lines for decreased \(x\) (Fig. 3).

The concept of \(\Delta G_1\) is based on the superiority of the selected genotypes in comparison with their unselected base population. In contrast, \(P_1(q)\) reflects the chance of developing competitive varieties that are better than the existing ones. To have a realistic chance of identifying a superior genotype, \(P_1(q)\) should be greater than 75%, permitting only \(q\) values of about 5% for the budgets considered. The choice of the optimization criteria for these \(q\) values is not crucial, because the optimum allocation of test resources differed only slightly from those obtained by applying \(\Delta G_1\). For small values of \(q\), different allocation optima were obtained for \(\Delta G_1\) and \(P_1(q)\), but probabilities \(P_1(q)\) were too low to be recommended as optimization criteria for the budgets investigated. Extending the formula of \(P_1(q)\) given by Robson et al. (1967) to multi-stage selection could facilitate the optimum allocation of resources based on \(P_1(q)\) due to a drastic reduction in computation time.

Standard deviations of optimization criteria

The choice of \(q\) had a large influence on the curves of \(SD_{P_1(q)}\) (Fig. 3). For instance, \(SD_{P_1(25\%)}\) decreased rapidly between 2 and 20 lines and reached zero for \(N_1 = 40\), whereas \(SD_{P_1(0.1\%)}\) increased up to a maximum at \(N_1 = 700\) and decreased slightly thereafter. These differences can be explained by the binomial nature of \(P_1(q)\) with genotypes surpassing the defined threshold or not. Thus, \(SD_{P_1(q)}\) assumed its maximum for \(P_1(q) = 0.5\). In contrast, the response curve of \(SD_{\Delta G_1}\) decreased continuously with an increasing number of lines (Fig. 3) and test locations (Fig. 2). The small differences between values of \(SD_{\Delta G_1}\) for varying budgets (Fig. 2) can be explained by the small negative slope of \(SD_{\Delta G_1}\) for increasing values of \(N_1\) (Fig. 3). As the curves of the optimization criteria were flat in the vicinity of the maximum (Fig. 2), their respective SD could serve as a secondary optimization criterion. However, curves of SD were also flat in the vicinity of the maximum of the optimization criteria, thus limiting their usefulness as additional optimization criterion.

Economic frame, quantitative-genetic parameters, and selection strategies

To assess their relative importance, the economic frame and quantitative-genetic parameters were varied in a range relevant for maize. Production costs \(C\) of DHs covered the entire range from recently established \((C = 1)\) to further improved \((C = 0)\) DH technology, with \(C = 0.5\) corresponding to the actual costs in breeding companies advanced in the DH technique (Seitz, personal communication). The budget in our study can either refer to the resources available for evaluating the progenies of one cross \((B = 200 - 1,000)\) or a complete breeding program \((B = 5,000)\). For instance, considering the evaluation of 100 DH lines for each cross in two locations, 200 plots are required for 1 cross, and 5,000 plots for 25 crosses. The optimization of a complete breeding program would, however, require the assumption of equal means and segregation variances for progenies from different crosses. As these parameters usually differ among crosses (cf. Mihaljevic et al. 2004), optimization of breeding programs including these population parameters would be very promising but requires additional research.

The choice of \(N_1\) in this study reflects two situations. Commonly, numerous crosses are completely rejected before final evaluation and only few lines are selected in each of the remaining crosses. Thus, \(N_1 = 1\) represents a reasonable compromise for one specific cross. In contrast, in a complete breeding program, typically several
lines are finally selected. Consequently, \( N_f = 1 \) seems appropriate for \( B = 200 - 1,000 \) but \( N_f = 5 \) for \( B = 5,000 \).

For selection among genetically fixed lines, both optimization criteria depend on \( z = N_f/N_i \) and \( h^2 \). Variation in the budget or production costs of DHs mainly influenced \( z \) and, to a lesser extent, \( h^2 \). The budget was the major factor influencing values of both optimization criteria by its strong influence on \( z \) (Table 2). In contrast, production costs of DHs had only a minor effect on both optimization criteria. This can be explained by small changes in (1) \( z \) in comparison to changes of \( z \) for different budgets and (2) \( h^2 \) (Tables 2, 3). The slight trend towards larger values of \( L_f \) for \( C = 1 \) versus \( C = 0 \) reflects the fact that rejection of more expensive lines should be based on more reliable information.

The variance components were chosen according to recent estimates from large series of experiments within a broad sample of Central European maize breeding populations including DH populations (VC2, Gordillo and Geiger 2004), reflecting the typical situation for breeding programs with adapted maize populations. Variance components affect \( h^2 \) directly, and with VC3 the reduced \( h^2 \) could only partly be compensated by increased values of \( L_f \) with a parallel reduction in \( N_f \). Altogether, we found a large reduction in values of \( P_1 (1\%) \) and \( P_2 (0.1\%) \) (> 50\%) with increased non-genetic variance. This is in accordance with previous studies (Keuls and Sieben 1955; Robson et al. 1967; Johnson 1989; Knapp 1998) analyzing the problem to identify superior genotypes under high non-genetic variance. Summarizing, our results underline the high impact of VC on the optimum allocation of resources with alternative breeding strategies.

Breeding is a continuous process and every year a new breeding cycle is initiated. Under this assumption, the annually available budget, for all cycles running in parallel is equal to the budget available for one entire cycle (Utz 1969). Consequently, comparisons between one- and two-stage selection can be made directly without dividing the optimization criteria by the years required in the selection strategy. Two-stage selection with optimum allocation of resources allows the evaluation of a large number of lines \( N_i \) in a small number of test locations \( L_i \). The \( N_f \) lines selected in stage one are further evaluated in a large number of test locations \( L_2 \) to ascertain a high accuracy of the test results. This guarantees a low \( z \) and high \( h^2 \) and increases consequently both optimization criteria. In addition, response curves of the optimization criteria were flatter for two-stage selection than for one-stage selection, reducing the risk of choosing a non-optimal allocation. However, with one-stage selection breeders could exploit 1 year earlier the progress of selection by improved DH lines and hybrids developed from them.

Values of \( \Delta G_k \) and \( P_2(q) \) increased roughly to the same extent by (1) two-stage instead of one-stage selection, (2) a fivefold increase in the budget \( (B = 200 \text{ to } B = 1,000) \), (3) a reduction in \( N_f \) from five to one, or (4) a quarter reduction in the non-genetic variance (VC1 instead of VC3). Except for the last factor, which is determined by the breeding material and target environments, all other factors can be chosen in favor of an increased selection response, but at the expense of a longer duration of the selection strategy (two-stage selection), higher costs (larger budget), and a higher risk of the final outcome (larger SD for \( N_f = 1 \)). In particular, our results demonstrate that employing two-stage instead of one-stage selection represents a promising alternative to an increased budget.

Conclusions

The production costs of DHs had only a minor effect on the optimum allocation of breeding resources. Even if the current DH production using in vivo haploid induction is still relatively expensive, the compensation obtained through a reduced number of initial lines recommends their application. As DH costs are decreasing owing to expected improvements in the DH technique in the future, they will be only of secondary importance regarding the optimum allocation of resources.

For two-stage selection, a budget of approximately 1,000 field plot equivalents, and actual production costs of DHs, the allocation of test resources is roughly close to its optimum, if (1) the selected fraction \( z_1 = N_2/N_1 \) is smaller than 0.10, (2) the number of test locations at the final selection stage exceeds at least six, and (3) about three quarters of the budget are invested in the first stage. We attained a reasonable probability of success with continuous breeding for \( q \) values of about 5\%. In these cases, the choice of the optimization criterion was relatively unimportant. However, for very large budgets the small probability of identifying outstanding genotypes is maximized if the number of lines is increased at the expense of the number of test locations. Optimization of complete breeding programs based on DHs is very promising, but selection strategy must be extended for selection among and within crosses, consideration of different number and types of testers, and tests for line per se performance.
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ABSTRACT

The optimum allocation of breeding resources is crucial for the efficiency of breeding programmes. The objectives were to (i) compare selection gain ($\Delta G_k$) for finite and infinite sample sizes, (ii) compare $\Delta G_k$ and probability of identifying superior hybrids ($P_k$), and (iii) determine the optimum allocation of the number of hybrids and test locations in hybrid maize breeding using doubled haploids. Infinite compared to finite sample sizes led to almost identical optimum allocation of test resources, but to an inflation of $\Delta G_k$. This inflation decreased as the budget and the number of finally selected hybrids increased. A reasonable $P_k$ was reached for hybrids belonging to the $q = 1\%$ best of the population. The optimum allocations for $P_k(q)$ and $\Delta G_k$ were similar indicating that $P_k(q)$ is promising for optimizing breeding programmes.

MATERIALS AND METHODS

Selection strategies

A total of $N_1$ hybrids generated by crosses of DH lines to a given tester are available each year to start selection. The tester can be any population with an arbitrary structure, such as an inbred line, single cross, or random mating population. The $N_T$ phenotypically best hybrids are finally selected. A value of $N_T = 1$ was assumed to emphasize the interest in the very best hybrid. The target variable is the genotypic value of testcross performance with a given tester for a certain trait or index of traits. With one-stage selection, selection is based on field tests in a single year. With two-stage selection, field tests are conducted in two years with a subset of the most superior hybrids $N_2$ selected after the first year being evaluated in the second year. At stage $j$ ($j = 1, 2$), selection among $N_j$ hybrids is based on the phenotypic mean of testcross performance at this stage with a given tester evaluated in $L_j$ test locations with $R_j$ replications. Without an upper limit on $L_j$, $R_j = 1$ is optimal for $\Delta G_k$ (Sprague and Federer 1951; Utz 1969). The $R_j$ value was thus set to 1.

Economic frame and quantitative-genetic parameters

A fixed total budget $B$ for (i) producing the DH lines and (ii) evaluating their testcross progenies in two selection stages was defined in terms of testcross plot equivalents as $B = N_L C + N_L L_1 R_1 + N_2 L_2 R_2$ assuming equal plot sizes in both selection stages. Therein, the production cost $C$ of one DH line was assumed to equal half the cost of one field plot ($C = 0.5$), corresponding to the actual costs of DH production in breeding companies most advanced in the DH technique (Seitz, pers. comm.). The focus was generally on a budget of $B = 20,000$ field plot equivalents. Three ratios of variance components ($\sigma_g^2 : \sigma_p^2 : \sigma_{R_j}^2 : \sigma_{gR_j}^2 : \sigma_{pR_j}^2$) were considered, where $\sigma_g^2$...
Simulations according to Longin et al. (2006) assuming a year interaction, DH populations from commercial breeding programmes (Longin et al. 2006) identifying one hybrid with a genotypic value belonging to the population as a function of the number of test locations. The optimization criteria (\(\Delta G_k\)) and \(\bar{P}_1(q)\) are estimated with a precision of 0.01 to limit the number of simulations run to a manageable number (Longin et al. 2006). Thus, the optimum allocation \((N_L^*, L_1^*)\) was determined following Utz (1969) such that the number of test locations was minimum among all allocations within a 0.01 drop-off of all optimization criteria, since breeders prefer tests in fewer test locations for technical reasons if this only affects the optimization criteria marginally.

Table 1 Optimum allocation of test resources maximizing selection gain for infinite \((\Delta G(inf)_1)\) and finite sample size \((\Delta G_{inf})\) and their standard deviation \((SD)\) for one-stage selection assuming a ratio of variance components of \(1:0.5:0.5:1:2\) (\(B = \text{budget in field plot equivalents}, N_f = \text{number of finally selected hybrids}, N_L^* = \text{optimum number of hybrids and test locations}, OC = \text{optimization criterion}\)).

<table>
<thead>
<tr>
<th>Assumptions</th>
<th>Optimum allocation</th>
<th>(\Delta G(inf)f_1)</th>
<th>(\Delta G_{inf})</th>
</tr>
</thead>
<tbody>
<tr>
<td>(B)</td>
<td>(N_f)</td>
<td>(N_L^*)</td>
<td>(L_1^*)</td>
</tr>
<tr>
<td>200</td>
<td>1</td>
<td>44</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>57</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>80</td>
<td>2</td>
</tr>
<tr>
<td>20 000</td>
<td>1</td>
<td>1904</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>2352</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>3076</td>
<td>6</td>
</tr>
<tr>
<td>(\Delta G_k))</td>
<td>(200)</td>
<td>(1)</td>
<td>(44)</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>(57)</td>
<td>(3)</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>(133)</td>
<td>(1)</td>
</tr>
<tr>
<td>20 000</td>
<td>1</td>
<td>(1739)</td>
<td>(11)</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>(2352)</td>
<td>(8)</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>(3076)</td>
<td>(6)</td>
</tr>
</tbody>
</table>

* Approximated for infinite sample size after Burrows (1975)

RESULTS

With increasing \(L_1\), the optimization criteria \(\Delta G(inf)f_1\), \(\Delta G_k\), and \(\bar{P}_1(q)\) increased up to an optimum and decreased slightly thereafter (Fig. 1). The increase in \(\Delta G(inf)f_1\), \(\Delta G_k\), and \(\bar{P}_1(q)\) was largest between \(L_1 = 1\) and \(L_1 = 6\). All response curves were flat in the vicinity of the maximum. With decreasing \(q\), the slope of \(\bar{P}_1(q)\) decreased. The optimum allocation and the standard deviations (SDs) of the optimization criteria were similar for \(\Delta G(inf)f_1\) and \(\Delta G_k\) (Table 1). Differences were observed for \(\Delta G(inf)f_1\) compared to \(\Delta G_k\). With increasing \(N_f\), the ratio \(\Delta G(inf)f_1/\Delta G_k\) decreased from 8.5 to 2.9% for \(B = 200\) and from 3.2 to 0.5% for \(B = 2000\). With increasing \(B\), the ratio \(\Delta G(inf)f_1/\Delta G_k\) decreased from 8.5% to 3.2% for \(N_f = 1\) and
Table 2  Optimum allocation of test resources maximizing selection gain $\Delta \hat{G}_k$ or probability $\hat{P}_k(q)$ of identifying one hybrid with a genotypic value belonging to the $q = 1, 0.1,$ and 0.01% best genotypes in the population assuming a budget of 20,000 field plot equivalents. ($k =$ number of selection stages, $VC =$ ratio of variance components, $N_j, L_j =$ optimum number of hybrids and test locations at stage $j$, $OC =$ optimization criterion, $SD =$ standard deviation of estimates among runs).

<table>
<thead>
<tr>
<th>Assumptions</th>
<th>Optimum allocation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k$</td>
<td>$VC$</td>
</tr>
</tbody>
</table>

| $\Delta \hat{G}_k$ | 1 | 1 | 2666 | - | 7 | - | 2.87 | 0.63 |
| 1 | 2 | 1739 | - | 11 | - | 2.25 | 0.72 |
| 1 | 3 | 1481 | - | 13 | - | 2.11 | 0.81 |
| 2 | 1 | 10440 | 217 | 1 | 20 | 3.33 | 0.56 |
| 2 | 2 | 6090 | 129 | 2 | 37 | 2.99 | 0.64 |
| 2 | 3 | 3660 | 84 | 4 | 42 | 2.57 | 0.73 |
| $\hat{P}_k(1\%)$ | 1 | 1 | 2666 | - | 7 | - | 0.81 | 0.40 |
| 1 | 2 | 2105 | - | 9 | - | 0.60 | 0.49 |
| 1 | 3 | 1739 | - | 11 | - | 0.39 | 0.49 |
| 2 | 1 | 7224 | 102 | 2 | 19 | 0.97 | 0.19 |
| 2 | 2 | 4926 | 89 | 3 | 31 | 0.85 | 0.36 |
| 2 | 3 | 3967 | 58 | 4 | 37 | 0.63 | 0.48 |
| $\hat{P}_k(0.1\%)$ | 1 | 1 | 3636 | - | 5 | - | 0.45 | 0.48 |
| 1 | 2 | 2666 | - | 7 | - | 0.21 | 0.41 |
| 1 | 3 | 2666 | - | 7 | - | 0.10 | 0.30 |
| 2 | 1 | 10440 | 217 | 1 | 20 | 0.66 | 0.47 |
| 2 | 2 | 6627 | 143 | 2 | 24 | 0.43 | 0.50 |
| 2 | 3 | 5001 | 96 | 3 | 26 | 0.23 | 0.42 |
| $\hat{P}_k(0.01\%)$ | 1 | 1 | 5714 | - | 3 | - | 0.09 | 0.08 |
| 1 | 2 | 4444 | - | 4 | - | 0.04 | 0.04 |
| 1 | 3 | 5714 | - | 3 | - | 0.01 | 0.01 |
| 2 | 1 | 10750 | 298 | 1 | 13 | 0.23 | 0.42 |
| 2 | 2 | 7104 | 140 | 2 | 16 | 0.12 | 0.33 |
| 2 | 3 | 5450 | 66 | 3 | 14 | 0.05 | 0.23 |

* $VC_1 = 1: 0.25: 0.25: 0.5: 1$; $VC_2 = 1: 0.5: 0.5: 1: 2$; $VC_3 = 1: 1: 1: 2: 4$

DISCUSSION

Comparison of selection gain for infinite vs. finite sample size

The optimum allocation of test resources regarding selection gain for infinite ($\Delta G(inf)_k$) vs. finite sample size ($\Delta G^*$) was almost identical for all the scenarios considered (Table 1). This is in accordance with a previous study (Utz 1969) and can be explained by the similar response curves for $\Delta G(inf)_k$ and $\Delta G^*$ as a function of the number of test locations (Fig. 1). The similar response curves are due to similar slopes of the selection intensity for infinite and finite sample size and to the fact that heritability is not affected by the sample size of the population.

For small budgets and number of finally selected hybrids, $\Delta G(inf)_k$ was clearly inflated in comparison to $\Delta G^*_k$ (Table 1), which is in harmony with results reported in the literature (Utz 1969). The inflation of $\Delta G(inf)_k$ decreased with increasing $B$ and/or $N_f$. This can be explained by the distribution of the hy-
breds. With increasing population size (increasing $B$), the deviation of the realized distribution for finite sample sizes from the expected standard normal distribution for infinite sample sizes decreases. The impact of $N_f$ can be explained by the fact that the deviation from the standard normal distribution for small sample sizes mainly affects the tails of the distribution.

Comparison between several breeding alternatives is normally based on the use of either $\Delta G(\text{inf})_Q$ or $\Delta G^2$. Thus, the alternatives are equally affected by the inflation of $\Delta G(\text{inf})_Q$. For comparison between different $B$ and $N_f$ values, the small bias caused by $\Delta G(\text{inf})_Q$ can be neglected in comparison to the large impact of $B$ and $N_f$ on selection gain (Table 1). Consequently, the simplifying assumption of infinite sample sizes for determining the optimum allocation of test resources is justifiable as long as a reduction in computing time and effort is warranted.

Comparison of selection gain with probability of identifying superior hybrids

The optimum allocation of test resources differed for $\Delta G^2$ and $P_L(q)$ especially for small values of $q$ and large non-genetic variance (Table 2). For one-stage selection, the closest agreement between the optimum allocation of test resources maximizing $P_L(q)$ and $\Delta G^2$ was observed for $q = 5\%$ (data not shown). With decreasing values of $q$, an increased $N_f$ and a decreased $L_1^*$ were observed. This can be explained by the fact that the probability that genotypes belonging to the $q\%$ best genotypes of the population are among the initial hybrids decreases rapidly with decreasing $N_f$ and $q$ (Longin et al. 2006). In addition, the slope of the response curves of $P_L(q)$ decreased with smaller $q$ (Fig. 1), favoring allocations with smaller $L_1^*$.

For two-stage selection, the optimum allocation of test resources maximizing $P_L(q)$ and $\Delta G^2$ was only comparable for $VC1$ and $q = 0.1\%$. For large non-genetic variances and small $q$, an increased $N_f$ and a decreased $L_1^*$ were observed. However, for $q = 1\%$, $VC1$, and $VC2$, a decreased $N_f$ and increased $L_1^*$ were observed in comparison to $\Delta G^2$. This may be due to the considerable increase in $N_f$ in two-stage selection compared to one-stage selection and the consequent increase in the importance of heritability. Nevertheless, values of $P_L(q)$ differed only slightly from values of $P_L(q)$ at the optimum allocation of test resources with regard to $\Delta G^2$ (Longin et al. 2006), which can be explained by the flat response curves of $\Delta G^2$ and $P_L(q)$ in the vicinity of the maximum (Fig. 1).

To have a realistic chance of identifying a superior genotype, $P_L(q)$ should be greater than $75\%$, permitting only $q$ values of about $1\%$ even for the large budget considered. The choice of the optimization criterion for these $q$ values is not crucial, because the optimum allocation of test resources differed only slightly from those obtained by applying $\Delta G^2$. Therefore, the use of $P_L(q)$ seems appealing for the optimization of breeding programmes, favoring a reduction in the number of test locations with a parallel increase of the number of initial hybrids for the selection of very outstanding hybrids.

Two-stage selection – promising method to increase $P_L(q)$

The possibilities to increase $P_L(q)$ are limited especially for small values of $q$ (Longin et al. 2006). An increasing budget increases $P_L(q)$, but the return on investment is rather low. Increasing the number of selection stages from one to two, considerably increased $\Delta G^2$ and $P_L(q)$ (Table 2). This is due to the optimum allocation of test resources in two-stage selection involving the evaluation of (i) a large number of hybrids in a small number of test locations in the first year and (ii) a small number of the selected superior hybrids in a large number of test locations in the second year. The probability of identifying superior hybrids for small values of $q$ was particularly improved by two-stage selection in comparison to one-stage selection, which may mainly be due to the increased $N_f$. With one-stage selection, breeders could exploit the progress of selection by improved hybrids one year earlier. However, the limited possibilities for increasing $P_L(q)$ make the use of two-stage instead of one-stage selection very appealing to identify a hybrid with outstanding performance.

This research was supported by funds from DFG, Grant No 1070/1, International Research Training Group “Sustainable Resource Use in North China” to C. F. H. Longin.
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Abstract Optimum allocation of test resources is of crucial importance for the efficiency of breeding programs. Our objectives were to (1) determine the optimum allocation of the number of lines, test locations, as well as number and type of testers in hybrid maize breeding using doubled haploids with two breeding strategies for improvement of general combining ability (GCA), (2) compare the maximum selection gain (ΔG) achievable under both strategies, and (3) give recommendations for the optimum implementation of doubled haploids in commercial hybrid maize breeding. We calculated ΔG by numerical integration for two two-stage selection strategies with evaluation of (1) testcross performance in both stages (BS1) or (2) line per se performance in the first stage followed by testcross performance in the second stage (BS2). Different assumptions were made regarding the budget, variance components (VCs), and the correlation between line per se performance and GCA. Selection gain for GCA increased with a broader genetic base of the tester. Hence, testers combining a large number of divergent lines are advantageous. However, in applied breeding programs, the use of single- or double-cross testers in the first and inbred testers in the second selection stage may be a good compromise between theoretical and practical requirements. With a correlation between line per se performance and GCA of 0.50, ΔG for BS1 is about 5% higher than for BS2, if an economic weight of line per se performance is neglected. With increasing economic weight of line per se performance, relative efficiency of BS2 increased rapidly resulting in a superiority of BS2 over BS1 already for an economic weight for line per se performance larger than 0.1. Considering the importance of an economic seed production, an economic weight larger than 0.1 seems realistic indicating the necessity of separate breeding strategies for seed and pollen parent heterotic groups.

Introduction

Inbred line development by doubled haploid technology is currently adopted as a routine method in commercial hybrid maize breeding programs in North America (Seitz 2005) and Europe (Schmidt 2004). The use of doubled haploids offers the possibility to evaluate potential hybrid cultivars from the very beginning of the selection process. With a large number of lines in each heterotic group, the number of factorial crosses among them becomes rapidly prohibitive. Hence, new lines are usually tested in combination with one or several testers to evaluate their general combining ability (GCA, Hallauer et al. 1988). Specific combining ability (SCA) acts as a masking effect in determining GCA. Its influence can be reduced by using genetically broad testers and/or an increased number of testers (Hallauer and Miranda 1981). However, choice of type and number of testers also affect the optimum alloca-
tion of test resources. As plant breeders have only a fixed budget available, they must find a compromise between (1) the number of initial lines to be tested and (2) the intensity of their testing as determined by the number of testers, test locations, years, and replications.

A selection strategy may involve one or several stages of selection. With multi-stage selection, the initial population of lines is evaluated in one year and based on the test results, a superior subset is selected for further evaluation and selection in subsequent year(s). Considering one-stage selection for GCA based on the test results, a superior subset is selected in one year and for further evaluation and selection in subsequent stages of selection. With multi-stage selection, the initialization of test resources. As plant breeders have only a fixed budget available, they must find a compromise between (1) the number of initial lines to be tested and (2) the intensity of their testing as determined by the number of testers, test locations, years, and replications.

Considering one-stage selection for GCA between inbred lines in maize, Federer and Sprague (1947) and Keller (1949) investigated the optimum allocation of the number of testers, lines, and replications. They concluded that for a fixed budget, the selection gain (ΔG) was increased by increasing the number of testers even at the expense of the number of lines and replications. Schnell (1996) extended these investigations to two-stage selection for early testing in maize considering also the number of test locations. For a fixed budget corresponding to 1,200 testcross plots, he suggested to use one tester in the first and seven testers in the second stage of selection. However, simplified genetic models and covariances were used for calculation of selection gain. In addition, a larger genetic variance is expected with doubled haploids in comparison with segregating lines.

Several experimental studies examined the impact of testers with narrow versus broad genetic base (for review see Hallauer and Miranda 1981). To our knowledge, investigations on the type of testers within the context of optimum allocated test resources have not been reported in the literature. An economic production of hybrid seed requires an acceptable line per se performance of the seed parent. For this and other reasons, evaluation of line per se performance may be an interesting alternative to testcross evaluations in the first selection stage. An assessment of this alternative selection strategy based on line per se performance and testcross performance is not available in maize.

We calculated the maximum ΔG by numerical integration to optimize the allocation of test resources in hybrid maize breeding using doubled haploids under two two-stage selection strategies with evaluation of (1) testcross performance in both stages, or (2) line per se performance in the first stage followed by testcross performance in the second stage. Different assumptions were made regarding the budget, variance components, correlation between line per se performance and GCA, and economic weight of line per se performance and GCA. Our objectives were to (1) determine the optimum allocation of the number of lines, test locations, as well as number and type of testers for each strategy, (2) compare the maximum ΔG achievable under both strategies, and (3) give recommendations for the optimum implementation of doubled haploids in commercial hybrid maize breeding.

Materials and methods

Breeding strategies

Double haploid lines generated from several F1 crosses via in vivo haploid induction are evaluated for line per se performance and/or testcross performance. The target variable is GCA or a selection index of line per se performance and GCA. We investigated two strategies to evaluate the doubled haploid lines. In both strategies, the lines are evaluated in two consecutive years. In the first year, N1 lines are evaluated and a subset N2 of the most superior lines are selected for evaluation in the second year. The five best doubled haploid lines are selected after these two selection stages to give opportunity to further selection also on SCA. Breeding strategy one (BS1) represents two-stage selection based on testcross evaluation of N1 lines with T1 testers at Lj locations in stage j (j = 1, 2). Tester number and tester type can vary in both stages. The investigated tester types were inbred lines, single-crosses, double-crosses, or double-double crosses. In breeding strategy two (BS2), the lines are evaluated for line per se performance in the first stage and for testcross performance with T2 testers in the second stage at Lj locations, respectively. Without restrictions on Lj, ΔG is maximum for one replication per location (Sprague and Federer 1951; Utz 1969; Melchinger et al. 2005). For this reason, we set the number of replications to one for all calculations. An overview of the notation used throughout this treatise is given in Table 1.

Calculation of selection gain

Our target variable was the selection index $H = a_{GCA} g_{GCA} + a_{LP} g_{LP}$ (Cochran 1951), where $a$ refers to the economic weight and $g$ to the genotypic effect of GCA and line per se performance (LP), respectively. We used mostly $a_{LP} = 0$ restricting the target variable to GCA. For comparison, we also calculated $a_{LP} = 0.1$ and 0.2 with $a_{GCA} = 1 - a_{LP}$. The selection criterion in the second stage is an optimum index of the phenotypic means of the lines evaluated in the first and second stage with $I = b_1 x_1 + b_2 x_2$, where $x$ refers to the phenotypic mean and $b$ to its weight in stage one or two.
Table 1 Notation used in this treatise

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( a_{\text{LP}} ), ( a_{\text{GCA}} )</td>
<td>Economic weight of line per se performance (LP) and GCA of the doubled haploid lines</td>
</tr>
<tr>
<td>( h^2 )</td>
<td>Heritability on an entry-mean basis</td>
</tr>
<tr>
<td>( \rho(\text{LP}, \text{GCA}) )</td>
<td>Genetic correlation between line per se performance and GCA</td>
</tr>
<tr>
<td>( x_j )</td>
<td>Phenotypic mean in stage ( j ) with corresponding variance ( \sigma^2_{\text{G}} )</td>
</tr>
<tr>
<td>BS1</td>
<td>Breeding strategy one representing two-stage selection with evaluation of testcross performance in both stages</td>
</tr>
<tr>
<td>BS2</td>
<td>Breeding strategy two representing two-stage selection with evaluation of line per se performance in the first stage followed by testcross performance in the second stage</td>
</tr>
<tr>
<td>( \Delta G )</td>
<td>Selection gain in two-stage selection, where the second selection is based on an optimum index combining the phenotypic means of both selection stages</td>
</tr>
<tr>
<td>( \Delta G^* )</td>
<td>Value of ( \Delta G ) at the corresponding optimum allocation ((T_j, L_j, N_j))</td>
</tr>
<tr>
<td>( M_j )</td>
<td>Number of testers, locations, and lines in stage ( j ) in performance trials</td>
</tr>
<tr>
<td>( T_j, L_j, N_j )</td>
<td>Optimum number of testers, locations, and lines maximizing selection gain in the set of admissible allocations</td>
</tr>
<tr>
<td>( T_c, L_r )</td>
<td>Number of ( T ) and ( L ) common to both selection stages</td>
</tr>
<tr>
<td>VC</td>
<td>VCs, for details see Table 2</td>
</tr>
</tbody>
</table>

Calculation of \( \Delta G \) is based on the well-known formula of Cochran (1951) with uni- and bivariate normal integrals for selected fractions and the square root of heritabilities of \( x_1 \) and \( x_2 \). For a detailed description of the calculation of \( \Delta G \), the reader is referred to Wricke and Weber (1986). For BS1, heritability is calculated by \( h^2_j = \sigma^2_{\text{GCA}} / \sigma^2_{\text{L}} \) with

\[
\sigma^2_{\text{L}} = \sigma^2_{\text{GCA}} + \sigma^2_{\text{GCA} \times L} + \frac{\sigma^2_{\text{GCA} \times L \times y}}{L_j} \tag{1}
\]

where \( \sigma^2_{\text{GCA}} \) and \( \sigma^2_{\text{SCA}} \) refer to the variance of GCA and SCA effects, \( \sigma^2_{\text{GCA} \times L} \) to the variance of GCA \( \times \) year interactions, \( \sigma^2_{\text{GCA} \times L \times y} \) to the variance of GCA \( \times \) location interactions, \( \sigma^2_{\text{GCA} \times L \times y} \) to the variance of GCA \( \times \) location \( \times \) year interactions, \( \sigma^2_{\text{SCA} \times L} \), and \( \sigma^2_{\text{SCA} \times L \times y} \) to the respective interactions with SCA, as well as \( \sigma^2_{\text{y}} \) to the variance of the plot error.

Test type is defined by \( M_r \), the number of inbred lines combined in a tester. We assumed an equal contribution of the gametes of the inbred lines combined in the tester to the testcross progenies, with \( M_r = 1, 2, 4, 8 \) referring to an inbred line, a single-cross, a double-cross, or a double-double cross tester, respectively. The covariance between testcross means of doubled haploid lines evaluated in two years was calculated as

\[
\text{Cov}(x_1, x_2) = \sigma^2_{\text{GCA}} + \frac{L_r \sigma^2_{\text{GCA} \times L}}{L_1 L_2} + \frac{T_r \sigma^2_{\text{SCA}}}{T_1 T_2 M_1 M_2} + \frac{T_r \sigma^2_{\text{SCA}}}{T_1 T_2 T_3 M_1 M_2} + \frac{T_r \sigma^2_{\text{SCA}}}{T_1 T_2 M_1 M_2 L_1 L_2}, \tag{2}
\]

where \( L_c \) and \( T_c \) refer to the number of locations and tester lines \((T_j \times M_j)\) common to both selection stages. For BS2, \( h^2_j = \sigma^2_{\text{Line}} / \sigma^2_{\text{L}} \) with

\[
\sigma^2_{\text{L}} = \sigma^2_{\text{Line}} + \sigma^2_{\text{Line} \times L} + \frac{\sigma^2_{\text{Line} \times L \times y}}{L_j} + \frac{\sigma^2_{\text{Line} \times L \times y}}{L_j}, \tag{3}
\]

where \( \sigma^2_{\text{Line}} \) refers to the genetic variance among lines, \( \sigma^2_{\text{Line} \times L} \) to the variance of line \( \times \) year interactions, \( \sigma^2_{\text{Line} \times L \times y} \) to the variance of line \( \times \) location interactions, \( \sigma^2_{\text{Line} \times L \times y} \) to the variance of line \( \times \) location \( \times \) year interactions, as well as \( \sigma^2_{\text{L}} \) to the variance of the plot error. In the second stage, heritability was calculated as for BS1. The covariance between line and testcross means of doubled haploid lines in the two years was calculated as

\[
\text{Cov}(x_1, x_2) = \rho(\text{LP, GCA}) \sigma_{\text{Line}} \sigma_{\text{GCA}} + \frac{L_c \text{Cov}((\text{Line} \times L, \text{GCA} \times L))}{L_1 L_2}, \tag{4}
\]

where \( \rho(\text{LP, GCA}) \) refers to the genetic correlation between line per se performance and GCA. We assumed \( \text{Cov}((\text{Line} \times L, \text{GCA} \times L)) = 0 \), because experimental values are lacking and a small value is expected from theory. The extension of the formulas for \( \Delta G \) expected for an optimum index in the second stage and \( a_{\text{LP}} > 0 \) is straightforward in multivariate selection (Baker 1986).

Optimum allocation of resources

The allocation of test resources refers to triples \((T_j, L_j, N_j)\) for each tester type in all stages \(j\). An element \((T_j, L_j, N_j)\) is denoted as an optimum allocation if it
Table 2 Variance components used in this study with \( \sigma^2_{\text{GCA}} \) and \( \sigma^2_{\text{SCA}} \) referring to the variance of general (GCA) and specific combining ability (SCA) effects, \( \sigma^2_{\text{GCA} 	imes y} \) to the variance of GCA \( \times \) year interactions, \( \sigma^2_{\text{GCA} \times l} \) to the variance of GCA \( \times \) location interactions, \( \sigma^2_{\text{GCA} \times l \times y} \) to the variance of GCA \( \times \) location \( \times \) year interactions, \( \sigma^2_{\text{SCA} \times y} \), \( \sigma^2_{\text{SCA} \times l} \), and \( \sigma^2_{\text{SCA} \times l \times y} \) to the respective interactions with SCA, \( \sigma^2_e \) to the variance of the plot error, \( \sigma^2_{\text{line}} \) to the genetic variance among lines per se, \( \sigma^2_{\text{line} \times y} \) to variance of line \( \times \) year interactions, \( \sigma^2_{\text{line} \times l} \) to the variance of line \( \times \) location interactions, as well as \( \sigma^2_{\text{line} \times l \times y} \) to the variance of line \( \times \) location \( \times \) year interactions.

Testcross performance

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Variance components</th>
</tr>
</thead>
<tbody>
<tr>
<td>VC1</td>
<td>( \frac{1}{4} )</td>
</tr>
<tr>
<td>VC2.1</td>
<td>( \frac{1}{2} )</td>
</tr>
<tr>
<td>VC2.2</td>
<td>( \frac{1}{2} )</td>
</tr>
<tr>
<td>VC2.3</td>
<td>1/1</td>
</tr>
<tr>
<td>VC3</td>
<td>1/1</td>
</tr>
</tbody>
</table>

Line per se performance

<table>
<thead>
<tr>
<th>Variance components</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \sigma^2_{\text{line}} )</td>
</tr>
<tr>
<td>VC4</td>
</tr>
<tr>
<td>VC5</td>
</tr>
<tr>
<td>VC6</td>
</tr>
</tbody>
</table>

maximizes \( \Delta G \) in the set of admissible allocations, which are valid for the budget, variance components, and tester type considered. The value of \( \Delta G \) at its corresponding optimum allocation \( (T^*_y, L^*_l, N^*_l) \) was denoted as \( \Delta G^* \). The optimum allocation of test resources for each scenario was obtained by a grid search in the space of admissible resource allocations by increasing \( N_l \) by one between its minimum and maximum possible value under the allocation considered.

Economic frame and quantitative-genetic parameters

A fixed total budget for (1) producing the doubled haploid lines and (2) evaluating their testcross progenies in two selection stages was defined in terms of testcross plot equivalents as \( N_l \cdot C + N_l \cdot T_l \cdot L_1 + N_l \cdot T_l \cdot L_2 \), assuming equal plot sizes in all selection stages. Therein, the production cost \( C \) of one doubled haploid line was assumed to equal half the cost of one testcross plot equivalent \( (C = 0.5) \), corresponding to the actual costs of doubled haploid production in breeding companies most advanced in the doubled haploid technique (G. Seitz, personal communication). We compared three budgets with 500, 1,000, and 5,000 testcross plot equivalents. We assumed that each tester is evaluated at each location. Alternatively, we considered that each tester \( \times \) line combination is evaluated only in a single location. With that assumption, \( T_l \cdot L_1 \) is reduced to \( T_l \) in Eqs. 1, 2 and the calculation of the budget.

We determined the optimum allocation for different scenarios of variance component for line per se performance and testcross performance (Table 2). These variance components were chosen based on combined analyses of variance in testcrosses of doubled haploid populations in commercial breeding programs and in elite germplasm of the maize breeding program of the University of Hohenheim (Longin et al. 2006a; Schrag et al. 2006). In addition, variance components were varied to cover a wide range of scenarios. The reference scenarios VC2.2 for testcross performance and VC5 for line per se performance resulted in heritabilities on a plot basis of 0.11 and 0.28, respectively. The larger \( h^2 \) for line per se performance in comparison with testcross performance is in accordance with results of experimental studies (Seitz 1989; Gallais 1997; Mihaljevic et al. 2005). This is due to similar non-genetic variances but larger genetic variances for line per se performance than for testcross performance. We investigated three assumptions concerning the genetic correlation between line per se performance and GCA with \( \rho(\text{LP, GCA}) = 0.25, 0.50, \text{ and } 0.75 \), which were based on results published by Mihaljevic et al. (2005) and Weiss (1981).

Results

For all parameters being only marginally affected by varying budget and variance components, representative results were presented for intermediate values of...
the budget (1,000) and variance components (VC2.2). Deviations from these assumptions are explicitly stated. A fourfold increase in the ratio $\sigma^2_{SCA}/\sigma^2_{GCA}$ from VC1 to VC3 resulted in an approximately doubled optimum number $T_2^*$, a 50% reduction in $L_2^*$, slightly decreased $N_1^*$, and a reduction in $\Delta G^*$ of more than 7% (Table 3). For a given ratio $\sigma^2_{SCA}/\sigma^2_{GCA}$, the use of double-double cross instead of inbred testers resulted in a substantial reduction in $T_2^*$ and a parallel increase in $L_2^*$, a minor increase in $N_1^*$, and an increase in $\Delta G^*$ of at least 6%. Restricting the tester type in the second stage to inbreds resulted in fairly stable values of $T_2^*$ and $L_2^*$ for all tester types. However, $N_1^*$ decreased with the use of genetically broad testers in the first stage. In addition, the possibility of using genetically broad testers only in the first stage reduced their superiority over inbred testers in comparison with non-restricted tester types in both stages.

Further results were presented for single-cross testers in the first stage and inbred testers in the second stage, because these tester types are most commonly used in applied maize breeding programs. With increasing $L_2$ or $T_2$, $\Delta G$ increased strongly up to a maximum and decreased thereafter (Fig. 1). In the vicinity of the maximum, all response curves of $\Delta G$ were flat for varying values of $L_2$, $T_1$, and $T_2$. The optimum number $L_2^*$ depended strongly on $T_2$ with smaller values of $L_2^*$ being obtained with larger values of $T_2$ (Fig. 1a). The optimum number $T_2^*$ was always one (Fig. 1b). For $T_1 > 1$, the reduction in $\Delta G$ depended on the ratio $\sigma^2_{SCA}/\sigma^2_{GCA}$ with a bigger loss for smaller values of $\sigma^2_{SCA}$.

The impact of varying budget and variance components on the optimum allocation and $\Delta G$ was hardly affected by the ratio $\sigma^2_{SCA}/\sigma^2_{GCA}$. Thus, results were presented only for $\sigma^2_{SCA}/\sigma^2_{GCA} = 1/2$. In both breeding strategies, increasing the budget from 500 to 5,000 testcross plot equivalents resulted in a more than sixfold increase in $N_2^*$, approximately doubled values of $T_2^*$, $L_2^*$, and $N_1^*$, as well as a 50% higher $\Delta G^*$ (Table 4). For BS1, a fourfold increase in the non-genetic variance from VC2.1 to VC2.3 resulted in (1) an increase in $L_2^*$ of at least 50%, (2) a decrease in $N_1^*$ of 30%, (3) a slight reduction in $T_2^*$, and (4) a reduction in $\Delta G^*$ of more than 30%. For BS2, a fourfold increase in the non-genetic variance of the first selection stage from VC4 to VC6 had only a minor effect on $T_2^*$, $L_1^*$, and $L_2^*$, but in decreased in $N_1^*$, increased $N_2^*$, and a 6% reduction in $\Delta G^*$. In BS1, evaluating each tester × line combination only at a single location resulted in (1) doubled $T_1^*$, (2) tripled $T_2^*$ and $L_2^*$, and (3) an increase of 6% in $\Delta G^*$. Similar results were obtained for BS2 (data not shown). With increasing $\rho$(LP, GCA) in BS2, the optimum number of $N_2^*$ was approximately halved.

### Table 3

Optimum allocation of test resources in two-stage selection for GCA of doubled haploid lines for maximizing selection gain ($\Delta G^*$) with several ratios of $\sigma^2_{SCA}/\sigma^2_{GCA}$ and their dependence on the tester type assuming a budget of 1,000 testcross plot equivalents and $T_c = \min(T_1 \times M_1, T_2 \times M_2)$. For explanation of abbreviations, see Table 1.

<table>
<thead>
<tr>
<th>Variance components</th>
<th>Tester type</th>
<th>Selection stage 1</th>
<th>Selection stage 2</th>
<th>Optimum allocation</th>
<th>$T_1^*$</th>
<th>$T_2^*$</th>
<th>$L_1^*$</th>
<th>$L_2^*$</th>
<th>$N_1^*$</th>
<th>$N_2^*$</th>
<th>$\Delta G^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>VC1</td>
<td>Inbred</td>
<td>Inbred</td>
<td>1 2 2 7</td>
<td>247</td>
<td>72.3</td>
<td>1.010</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Single-cross</td>
<td>Single-cross</td>
<td>1 1 2 12</td>
<td>255</td>
<td>72.6</td>
<td>1.028</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Double-cross</td>
<td>Double-cross</td>
<td>1 1 2 12</td>
<td>253</td>
<td>72.5</td>
<td>1.028</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Double-double cross</td>
<td>Double-double cross</td>
<td>1 1 2 7</td>
<td>252</td>
<td>6.4</td>
<td>1.019</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Double-cross</td>
<td>Inbred</td>
<td>1 2 2 7</td>
<td>253</td>
<td>6.3</td>
<td>1.029</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Double-double cross</td>
<td>Inbred</td>
<td>1 2 3 7</td>
<td>200</td>
<td>6.4</td>
<td>1.034</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Inbred</td>
<td>Inbred</td>
<td>1 3 2 5</td>
<td>238</td>
<td>7.0</td>
<td>0.956</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Single-cross</td>
<td>Single-cross</td>
<td>1 2 2 7</td>
<td>245</td>
<td>7.4</td>
<td>0.977</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Double-cross</td>
<td>Double-cross</td>
<td>1 1 2 12</td>
<td>255</td>
<td>3.0</td>
<td>1.025</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Double-double cross</td>
<td>Double-double cross</td>
<td>1 1 2 12</td>
<td>253</td>
<td>3.5</td>
<td>1.047</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Single-cross</td>
<td>Inbred</td>
<td>1 3 2 5</td>
<td>246</td>
<td>5.7</td>
<td>0.972</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Double-cross</td>
<td>Inbred</td>
<td>1 2 3 7</td>
<td>205</td>
<td>1.2</td>
<td>0.985</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Double-double cross</td>
<td>Inbred</td>
<td>1 2 3 7</td>
<td>205</td>
<td>2.0</td>
<td>0.977</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Inbred</td>
<td>Inbred</td>
<td>1 4 2 4</td>
<td>224</td>
<td>7.5</td>
<td>0.882</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Single-cross</td>
<td>Inbred</td>
<td>1 3 2 5</td>
<td>233</td>
<td>7.8</td>
<td>0.937</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Double-cross</td>
<td>Double-cross</td>
<td>1 2 2 7</td>
<td>239</td>
<td>8.8</td>
<td>0.976</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Double-double cross</td>
<td>Double-double cross</td>
<td>1 1 2 13</td>
<td>244</td>
<td>3.0</td>
<td>1.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Single-cross</td>
<td>Inbred</td>
<td>1 4 2 4</td>
<td>236</td>
<td>5.6</td>
<td>0.905</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Double-cross</td>
<td>Inbred</td>
<td>1 5 3 4</td>
<td>182</td>
<td>1.5</td>
<td>0.921</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Double-double cross</td>
<td>Inbred</td>
<td>1 3 3 5</td>
<td>198</td>
<td>2.0</td>
<td>0.940</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
in plant breeding (Cochran 1951; Hanson and Brim 1963; Utz 1969; Tomerius 2001; Grünenberg et al. 2004). This assumption simplifies the calculations considerably and results only in marginally inflated $\Delta G$ and similar optimum allocation of test resources compared to finite sample sizes (Cochran 1951; Finney 1966; Utz 1969; Longin et al. 2006b).

Optimum use of resources is primarily a matter of heritability

We used one replication per location, which maximizes $\Delta G$ if the number of locations is unrestricted (Sprague and Federer 1951; Utz 1969; Melchinger et al. 2005). For instance, superiority in $\Delta G$ for one replication compared with two replications increased from 1.5% for $L_j = 1$ towards more than 5% for optimum $L_j$ (data not shown). This can be explained by the fact that heritability is more increased by increasing $L_j$ and/or $T_j$ than by an increasing number of replications.

The use of different locations ($L_c = 0$) and tester lines ($T_c = 0$) either as inbred tester or in combination as single-crosses, double-crosses, or double-double crosses in both stages increased $\Delta G$ (data not shown). This is due to the reduction of the error part of the covariance between phenotypic means of the stages (Eqs. 2, 4). However, differences in $\Delta G^*$ between the extremes of using no common location ($L_c = 0$) or tester line ($T_c = 0$) or all locations ($L_c = L_1$) and tester lines of the first stage also in the second stage ($T_c = \min(T_1 \times M_1, T_2 \times M_2)$) were small, ranging from 0.5–1% for $L_c$ and 0.7–1.3% for $T_c$. In addition, the optimum allocation was affected only marginally. These small differences can be explained by the flat response curves of $\Delta G$ in the vicinity of the maximum (Fig. 1). Consequently, we limited our further discussion to the common practice in maize breeding of using the locations ($L_c = L_1$) and tester lines ($T_c = \min(T_1 \times M_1, T_2 \times M_2)$) of the first stage also in the second stage.

Evaluating progenies of each tester $\times$ line combination at a single location instead of evaluating progenies of tester $\times$ line combination at all locations led to an increased $\Delta G^*$ of up to 7.6% for large non-genetic variances (VC2.3, Table 4). This is due to a considerably increased $h^2$, which can be explained by a substantially larger optimum number of $T_j$ and $L_j$ and the fact that the reduced product $T_j \times L_j = T_j$ affects only three of the eight non-genetic variances (Eq. 1). Thus, this simple change in breeding policy represents a very promising method in first testcross evaluations of new lines.

The broader the genetic base of a tester, the higher is $\Delta G$ for GCA (Table 3). For instance, the
use of double-double cross testers instead of inbred testers resulted in a 9.5% higher $\Delta G$ for reference variance components VC2.2. This is in harmony with results of experimental studies (cf. Hallauer and Miranda 1981) and can be explained by an increase in $h^2$ without requiring more testcross plots (Eq. 1). However, in applied breeding programs, use of genetically broad testers is uncommon due to additional efforts required for their production, and the possibility of early identification of promising single-cross hybrids when using inbred testers. Thus, the use of inbred testers in the second stage of selection is very appealing in hybrid maize breeding with doubled haploids. However, the use of single-cross or double-cross instead of inbred testers in the first stage increased $\Delta G^*$ between 2.6 and 4.4% for larger ratios $r_{SCA}/r_{GCA}$. In applied breeding programs, intra-pool single-cross hybrids are frequently applied as testers in the first stage and inbred lines in the second selection stage (Schipprack, personal communication). Thus, we restricted our further discussion to single-cross and inbred testers in the first and second stage, respectively.

Use of previous information for selection

Results of previous selection stages are often neglected for further selection in applied plant breeding programs. For two-stage selection on GCA, superiority in $\Delta G$ by using results of the first stage in the second selection stage in comparison with neglecting this information was mostly around 1% (data not shown). This increase in $\Delta G$ was more than 2% with an increasing $h^2$ or decreasing selected fraction for first years’ results. In addition, the optimum allocation of test resources was only marginally affected by using or neglecting previous information for selection. As databases are commonly used in modern plant breeding, the above discussed increase in $\Delta G$ of 1–2% can be accomplished without any experimental expenditures.

Relative efficiency of breeding strategies

Selection gain in BS1 was clearly larger than for BS2 except for $\rho(LP,GCA) = 0.75$, without any economic weight for line per se performance (Table 4). This is due to the differences in the correlation between

<table>
<thead>
<tr>
<th>Variance components</th>
<th>Optimum allocation</th>
</tr>
</thead>
<tbody>
<tr>
<td>TC&lt;sup&gt;a&lt;/sup&gt;</td>
<td>LP</td>
</tr>
<tr>
<td>Breeding strategy 1</td>
<td></td>
</tr>
<tr>
<td>1,000</td>
<td>VC2.1</td>
</tr>
<tr>
<td>1,000</td>
<td>VC2.2</td>
</tr>
<tr>
<td>1,000</td>
<td>VC2.3</td>
</tr>
<tr>
<td>500</td>
<td>VC2.2</td>
</tr>
<tr>
<td>5,000</td>
<td>VC2.2</td>
</tr>
<tr>
<td>1,000</td>
<td>VC2.1</td>
</tr>
<tr>
<td>1,000</td>
<td>VC2.2</td>
</tr>
<tr>
<td>1,000</td>
<td>VC2.3</td>
</tr>
<tr>
<td>Breeding strategy 2</td>
<td></td>
</tr>
<tr>
<td>1,000</td>
<td>VC2.2</td>
</tr>
<tr>
<td>1,000</td>
<td>VC2.2</td>
</tr>
<tr>
<td>1,000</td>
<td>VC2.2</td>
</tr>
<tr>
<td>1,000</td>
<td>VC2.2</td>
</tr>
<tr>
<td>1,000</td>
<td>VC2.2</td>
</tr>
<tr>
<td>1,000</td>
<td>VC2.2</td>
</tr>
<tr>
<td>1,000</td>
<td>VC2.2</td>
</tr>
<tr>
<td>1,000</td>
<td>VC2.2</td>
</tr>
<tr>
<td>1,000</td>
<td>VC2.2</td>
</tr>
<tr>
<td>500</td>
<td>VC2.2</td>
</tr>
<tr>
<td>5,000</td>
<td>VC2.2</td>
</tr>
</tbody>
</table>

<sup>a</sup> TC testcross performance
<sup>b</sup> Tester type is optimum of inbred lines and single-crosses (2W)
<sup>c</sup> Each tester · line combination was evaluated only at a single location
selection and target criterion in first stage \( (\rho_1) \). For BS1, \( \rho_1 = \sqrt{h^{2}_{x1}} \), whereas for BS2, \( \rho_1 = \sqrt{h^{2}_{x1} \times \rho_{(LP, GCA)}} \). Results of experimental studies suggest that \( \rho_{(LP, GCA)} = 0.50 \) is realistic for grain yield (Seitz et al. 1992; Mihaljevic et al. 2005). Consequently, AG for BS1 is about 5% higher than for BS2.

Production costs of hybrid seed for single-crosses depends strongly on an acceptable yield level of the seed parent line. Thus, the assumption of no economic weight for line per se performance is not appropriate for the seed parent heterotic group. Therefore, we additionally calculated \( \Delta G \) assuming an economic weight for line per se performance larger than zero (Table 5). For \( \rho_{(LP, GCA)} = 0.50 \), the relative efficiency of BS2 increased rapidly with increasing economic weight for line per se performance, and resulted in a superiority of BS2 over BS1 already for an economic weight for line per se performance larger than 0.1. This is due to the change from direct to indirect selection in the first stage in BS1 and vice versa in BS2. Consequently, for the seed parent heterotic group, choice of BS2 improves the selection gain.

Optimum allocation of test resources

Optimum allocation of test resources for BS1 and BS2 was similar assuming no economic weight for line per se performance and \( \rho_{(LP, GCA)} = 0.75 \) or an economic weight for line per se performance of 0.1 and \( \rho_{(LP, GCA)} = 0.5 \) (Tables 4, 5). With decreasing economic weight for line per se performance or \( \rho_{(LP, GCA)} \), the optimum allocation of BS2 changed towards a more intensive evaluation of testcross progenies in the second selection stage. This result indicates the importance of specific optimizations of test resources. For no economic weight for line per se performance and \( \rho_{(LP, GCA)} < 0.75 \), optimum allocation for BS2 was \( L^*_1 = 1 \) (Table 4). With the assumption of one replication per location, however, this includes a high risk in applied breeding because of possibility of failure at one location due to biotic or abiotic stresses and other hazards and, thus, complete loss of the first stage. Therefore, \( L^*_1 = 2 \) is advantageous for reducing this risk with only a small sacrifice in \( \Delta G \).

Response curves of \( \Delta G \) revealed that a careful allocation of the test resources is important, if only a small number of \( L_2 \) and \( T_2 \) is available (Fig. 1). With larger values of \( L_2 \) and \( T_2 \), however, response curves become flatter and therefore strongly reduce the risk of choosing an unfavorable allocation of test resources. For instance, choice of \( T_2 = 5 \) instead of the optimum \( T_2 = 3 \) reduced \( \Delta G \) only to a small extent, if the number of \( L_2 \) was reduced in parallel. These findings are in harmony with results of previous studies (Utz 1969; Melchinger et al. 2005; Longin et al. 2006a). Decreasing augmentation of \( \Delta G \) with increasing \( L_2 \) and \( T_2 \) can be explained by decreasing slopes of (1) \( h^2 \) for increasing values of \( L_1 \) and \( T_1 \) and (2) selection intensity for increasing values of \( N_1 \) (Becker 1993).

For selection among genetically fixed lines, \( \Delta G \) in both breeding strategies depends on the selected fraction and \( h^2 \). Variation in the budget or number of finally selected lines (data not shown) mainly affected the selected fraction and to a smaller degree \( h^2 \) (Table 4). The budget was the major factor affecting \( \Delta G \) by its strong impact on the selected fraction. Variance components affect \( h^2 \) directly, and with larger non-genetic variance, \( h^2 \) was strongly reduced. Heritability can be increased

---

**Table 5** Optimum allocation of test resources in two-stage selection for GCA of doubled haploid lines maximizing selection gain \( (\Delta G) \) for both breeding strategies and varying economic weights of line per se performance \( \left( a_{LP} \right) \) assuming a budget of 1,000 testcross plot equivalents, variance components VC2.2 and VCS, \( \rho_{(LP, GCA)} = 0.50 \), \( T_c = \min(T_1 \times M_1, T_2 \times M_2) \), \( a_{LP} \), \( a_{GCA} = 1 - a_{LP} \), and tester type of \( T_2 \) restricted to inbred testers. For explanation of abbreviations, see Table 1.

<table>
<thead>
<tr>
<th>Breeding strategy</th>
<th>( a_{LP} )</th>
<th>( T_1 )</th>
<th>( T_2 )</th>
<th>( L^*_1 )</th>
<th>( L^*_2 )</th>
<th>( N^*_1 )</th>
<th>( N^*_2 )</th>
<th>( \Delta G^* )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Breeding strategy 1</td>
<td>0</td>
<td>1 2W</td>
<td>3</td>
<td>2</td>
<td>5</td>
<td>246</td>
<td>25.7</td>
<td>0.972</td>
</tr>
<tr>
<td></td>
<td>0.1</td>
<td>1 2W</td>
<td>3</td>
<td>2</td>
<td>5</td>
<td>246</td>
<td>25.7</td>
<td>0.951</td>
</tr>
<tr>
<td></td>
<td>0.2</td>
<td>1 2W</td>
<td>3</td>
<td>2</td>
<td>5</td>
<td>247</td>
<td>25.5</td>
<td>0.929</td>
</tr>
<tr>
<td>Breeding strategy 2</td>
<td>0</td>
<td>–</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>227</td>
<td>43.3</td>
<td>0.900</td>
</tr>
<tr>
<td></td>
<td>0.1</td>
<td>–</td>
<td>3</td>
<td>2</td>
<td>4</td>
<td>241</td>
<td>33.1</td>
<td>0.952</td>
</tr>
<tr>
<td></td>
<td>0.2</td>
<td>–</td>
<td>3</td>
<td>2</td>
<td>4</td>
<td>264</td>
<td>28.3</td>
<td>1.011</td>
</tr>
</tbody>
</table>

\( ^a \) Tester type is optimum of inbred lines and single-crosses (2W)

\( ^b \) We demanded a minimum of two plots per line and stage
most efficiently by larger numbers of $L_j$ (Eq. 1). However, this requires a parallel reduction in $N_j$ and $T_j$ for BS1 and BS2, and reduces $\Delta G$ considerably (Table 4).

Implications for hybrid development

In second cycle breeding, where new lines were developed by crossing elite inbreds within heterotic groups, the number of initial lines is normally too large to be tested in factorial crosses with several testers. Therefore, a breeder must find a compromise between (1) selection for GCA to reduce the number of initial lines and (2) parallel selection for GCA and SCA to identify superior hybrids. Optimization of breeding strategies for GCA and SCA must be based on different definitions of the gain criterion, exploiting either $\sigma_{GCA}^2$ or $2 \sigma_{GCA}^2 + \sigma_{SCA}^2$. This requires additional research.

Nevertheless, the findings of our study allow some conclusions to link GCA and SCA selection. For the seed parent heterotic group, the use of BS2 is most suitable with an allocation of resources adapted to the economic weight of line per se performance. For the pollen parent heterotic group, BS1 is most suitable with (1) use of several genetically broad testers, such as two-way or four-way intra-pool hybrids, and (2) evaluation of the progenies of each tester only at a single location in the first stage. The selection in the first stage strongly reduces the number of lines in the second stage, enabling an evaluation of factorial crosses with more than six testers in the second selection stage. Consequently, this strategy represents a good compromise between the large number of initial lines and early exploitation of GCA and SCA for rapid identification and economical seed production of superior hybrids.
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Abstract Early testing prior to doubled haploid (DH) production is a promising approach in hybrid maize breeding. We (1) determined the optimum allocation of the number of S1 families, DH lines, and test locations for two different breeding schemes, (2) compared the maximum selection gain achievable under both breeding schemes, and (3) investigated limitations in the current method of DH production. Selection gain was calculated by numerical integration in two-stage breeding schemes with evaluation of testcross progenies of (1) DH lines in both stages (DHTC), or (2) S1 families in the first and DH lines within S1 families in the second stage (S1TC-DHTC). Different assumptions were made regarding the budget, variance components, and time of DH production within S1 families. Maximum selection gain in S1TC-DHTC was about 10% larger than in DHTC, indicating the large potential of early testing prior to DH production. The optimum allocation of test resources in S1TC-DHTC involved similar numbers of test locations and test candidates in both stages resulting in a large optimum number of S1 families in the first stage and DH lines within the best two S1 families in the second stage. The longer cycle length of S1TC-DHTC can be compensated by haploid induction of individual S1 plants instead of S1 families. However, this reduces selection gain largely due to the current limitations in the DH technique. Substantial increases in haploid induction and chromosome doubling rates as well as reduction in costs of DH production would allow early testing of S1 lines and subsequent production and testing of DH lines in a breeding scheme that combines high selection gain with a short cycle length.

Introduction

Inbred line development by the doubled haploid (DH) technique is currently adopted as a routine method in commercial hybrid maize breeding programs (Schmidt 2004; Seitz 2005). The use of DHs offers the possibility to evaluate potential hybrid cultivars from the very beginning of the selection process. Alternatively, an early test on testcross performance in generation S1 or S2 could be made before production of DHs. This elongates the breeding scheme but permits the restriction of the production and testing of DH lines to those derived from segregation in the most promising families.

Early testing is based on the assumption that the combining ability of a line is determined during the early generations of selfing (cf. Hallauer et al. 1988). Experimental results reported in literature have been proving (Sprague 1946; Lonnquist 1950; Hallauer and Lopez-Perez 1979; Jensen et al. 1983) or disproving this assumption (Richey 1945; Payne and Hayes 1949). However, the genetic correlation for testcross performance between S1 plants and inbreds is larger than 0.7, thus supporting the determination of combining ability in the early stages of selfing (Bernardo 1991). An assessment of the potential of
early testing in hybrid maize breeding with DHs is not available in the literature.

Early testing prior to DH production requires selection among two different types of test candidates: families and DH lines within families. As plant breeders have only a fixed budget available, they must find a compromise between (1) the number of families and (2) the number of DH lines within families to be tested, as well as (3) the intensity of their testing as determined by the number of test locations, years, and replications. For self-pollinated crops, Utz (1981) and Weber (1981) investigated two consecutive selfing generations with selection among families in the first stage and selection among and within families in the second stage. Almost equal parts of the budget were used for selection among and within families. For the second stage, this approach resulted in a small optimum number of families but a large optimum number of lines within families. However, hybrid maize breeding schemes have not been taken into account. In addition, the number of test locations was not optimized.

We calculated the maximum selection gain by numerical integration to optimize the allocation of test resources in hybrid maize breeding with DHs. Two-stage selection schemes were considered with evaluation of testcross progenies of (1) DH lines in both stages, or (2) S1 families in the first and DH lines within S1 families in the second stage. Different assumptions were made regarding the budget, variance components, and time of DH production within S1 families. Our objectives were to (1) determine the optimum allocation of the number of S1 families, DH lines, and test locations for two different breeding schemes, (2) compare the maximum selection gain achievable under both breeding schemes, and (3) investigate limitations in the current method of DH production.

Materials and methods

Breeding schemes

We investigated two breeding schemes for second-cycle breeding, where new lines are developed by crossing elite inbreds within heterotic groups. Both breeding schemes comprise two-stage selection of test candidates within one cross of two homozygous lines (Fig. 1). The target variable is the genotypic value of testcross performance for yield with a given tester. In applied maize breeding, per se evaluation of DH lines for traits with high heritability but not for yield is commonly performed before testcross evaluation. Therefore, we considered per se evaluation of DH lines with regard to the time length of the breeding scheme but neglected it in the selection process.

In breeding scheme DHTC, test candidates are DH lines produced by in vivo haploid induction from S0 plants and evaluated for their testcross performance (Fig. 1). With S0 we refer to the F1 of a biparental cross (cf. Bauman 1981). In the first stage, N1 DH lines are evaluated at L1 test locations and N2 of the most superior DH lines are selected for evaluation at L2 test locations in the second stage. Without restrictions on L2 in stage j (j = 1, 2), selection gain is maximum for one replication per location (Sprague and Federer 1951; Utz 1969; Melchinger et al. 2005). Thus, we set the number of replications to one for all calculations. The four best DH lines are selected after two test stages.

In breeding scheme S1TC-DHTC, an early test for testcross performance of the S1 families is made and remnant seed is used for a simultaneous in vivo haploid induction of these S1 families. However, chromosome doubling was only performed with haploid kernels produced in selected S1 families. Therefore, test candidates are either S1 families or DH lines within S1 families evaluated for their testcross performance. Testcross progenies of N1 S1 families are evaluated at L1 test locations in the first stage and N2 of the most superior S1 families are selected. Within each of the selected S1 families, a constant number of N2families DH lines are produced and evaluated at L2 test locations in the second stage. Selection in the second stage is made first among S1 families and then among DH lines within S1 families. A final number of one S1 family and four DH lines within this S1 family is selected.

Calculation of selection gain

In the first stage, selection among N1 test candidates was based on the phenotypic mean of testcross performance (xj) at this stage with the given tester evaluated at L1 test locations. In the second stage, the selection criterion was an optimum index of the phenotypic means of the test candidates evaluated in both stages with I = b1x1 + b2x2, where b1 and b2 refer to the weight of the phenotypic mean in stage one or two (Supplementary Table S1). Calculation of selection gain was based on the well-known formula of Cochran (1951). For DHTC, the selection gain (ΔG) was calculated as

\[ ΔG = σ \left( \frac{ρ_a α_1 J_2 + ρ_a α_2 J_1}{2x_1x_2} \right), \]  

where σ is the standard deviation of the target variable, xj the selected fraction in stage j (i.e., the ratio of selected by tested candidates), ρa the coefficient of correlation between the phenotypic mean of testcross performance xj in stage j and the target variable, αj the ordinate of the univariate normal distribution at the truncation point of
selection stage \( j \), and \( J_1, J_2 \) the convergent improper integral of the standardized bivariate normal distribution. A detailed description of the calculation of selection gain is given by Wricke and Weber (1986).

For \( S_1 \text{TC-DHTC} \), we assumed that selection among DH lines within \( S_1 \) families was independent from selection among \( S_1 \) families (cf. Falconer and Mackay 1996). Selection among \( S_1 \) families in the first stage and selection among DH lines within \( S_1 \) families in the second stage were based on their phenotypic mean of testcross performance at the corresponding stage evaluated at \( L_1 \) test locations. Selection among \( S_1 \) families in the second stage was based on the optimum index \( I \) combining the phenotypic mean of \( S_1 \) families of the first stage with the phenotypic mean of all DH lines from the corresponding \( S_1 \) family in the second stage. Selection gain (\( \Delta G \)) was calculated according to Utz (1981) as

\[
\Delta G = \sigma \left( \frac{\rho_{o1}o_{12} + \rho_{o2}o_{21}}{2} \right) + \frac{\rho_{2o1}G_{2o}G_{1o}}{2G_{2o}G_{1o}},
\]

Optimum allocation of test resources

The allocation of test resources refers for DHTC to \( (L_1, N_1, L_2, N_2) \) and for \( S_1 \text{TC-DHTC} \) to \( (L_1, N_1, L_2, N_2, N_{\text{DHTC}}) \). The allocation of test resources was considered optimum if it maximized the selection gain in the set of all integer allocation combinations feasible for a given scenario, i.e., budget, variance components, and production costs of DH lines. The optimum allocation as well as the corresponding selection gain are denoted by an asterisk, e.g., \( \Delta G^* \).

Economic frame and quantitative-genetic parameters

A fixed total budget for the production of test candidates and evaluation of their testcross progenies in two selection stages was defined in terms of testcross plot equivalents assuming equal plot sizes in both selection stages. In DHTC, the budget equals \( N_1C_{\text{DHTC}} + N_1L_1(1 + C_T) + N_2L_2(1 + C_T) \), where \( C_{\text{DHTC}} \) refers to the production costs of one DH line and \( C_T \) to the production costs of testcross seed for
one plot. In $S_1$TC-DHTC, the budget equals $N_1C_F + N_1L_1(1 + C_F) + N_2N_3C_{DH} + N_2N_3L_2(1 + C_F)$, where $C_F$ refers to the production costs of each $S_1$ family. All costs are based on actual costs in the maize breeding program of the University of Hohenheim. We assumed $C_{DH} = 1/2$, $C_F = 1/2$, and $C_F = 1/12$. Three budgets were compared with a total of 200, 1,000, and 5,000 testcross plot equivalents per cross.

For DHTC, we assumed the proportions among variance components as $\sigma^2_{DH}:\sigma^2_{DHC}:\sigma^2_{DHCL} = 1 : 0.5 : 0.5 : 1 : 2$ (VC2), where $\sigma^2_{DH}$ refers to the genotypic variance among testcross progenies of DH lines, $\sigma^2_{DHC}$ to the variance of genotype × year interactions, $\sigma^2_{DHCL}$ to the variance of genotype × location interactions, $\sigma^2_{DHCL}$ to the variance of genotype × location × year interactions, and $\sigma^2_e$ to the plot error variance. Two additional scenarios were considered with interactions and error variances being halved (VC1) and doubled (VC3) in comparison with $\sigma^2_{DH}$. These ratios were based on combined analyses of variance of grain yield in (1) recent official maize variety content, are expected to be close to VC1 or even with $\sigma^2_e$ for the use of $S_1$ families and DH lines within $S_1$ families according to quantitative genetic expectations (Melchinger 1988; Bernardo 2002). In both stages, we assumed that the ratio of $\sigma^2_t$ or $\sigma^2_{DH}$ to corresponding interaction variances was identical to the ratio of $\sigma^2_{DH}$ to interaction variances described above. However, $\sigma^2_e$ was assumed to be equal for testcrosses of DH lines and $S_1$ families. For example, for $S_1$ families and VC2, we assumed $\sigma^2_{DH}:\sigma^2_{DHC}:\sigma^2_{DHCL}:\sigma^2_e = 0.5:0.25:0.25:0.5:2$, where $\sigma^2_{DHC}$, $\sigma^2_{DHCL}$, and $\sigma^2_{DHCL}$ refer to the interaction variances of testcross progenies of $S_1$ families with years, locations, as well as locations × years.

### Results

For parameters only marginally affected by varying budget and variance component ratios, representative results were shown for intermediate values of the budget (1,000 testcross plot equivalents) and variance components (VC2). Deviations from these assumptions are explicitly stated. With production costs of one DH line equal to half the costs of one testcross plot ($C_{DH} = 1/2$), maximum selection gain $\Delta G$ was approximately 10% larger in breeding scheme $S_1$TC-DHTC than in DHTC (Table 1). For $S_1$TC-DHTC, the optimum allocation was $L_1 = 5$ and $L_2 = 6$ test locations DHTC (cost) and its dependence on production costs of DH lines ($C_{DH}$) assuming a budget of 1,000 testcross plot equivalents, variance components VC2, and four finally selected DH lines. For explanation of abbreviations, see “Materials and methods”

### Table 1 Optimum allocation of test resources maximizing selection gain ($\Delta G^*$) in two-stage selection with evaluation of testcross progenies of (1) DH lines in both stages (breeding scheme DHTC) and (2) $S_1$ families in the first stage and DH lines within $S_1$ families in the second stage (breeding schemes $S_1$TC-DHTC and $S_1$TC-DHTC (cost))

<table>
<thead>
<tr>
<th>Breeding scheme</th>
<th>$C_{DH}$</th>
<th>Optimum allocation</th>
<th>$\Delta G^* (%)$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$N_1$</td>
<td>$N_2$</td>
<td>$L_1$</td>
</tr>
<tr>
<td>DHTC</td>
<td>1/2</td>
<td>272</td>
<td>26</td>
</tr>
<tr>
<td>$S_1$TC-DHTC</td>
<td>1/2</td>
<td>82</td>
<td>84</td>
</tr>
<tr>
<td>$S_1$TC-DHTC (f)</td>
<td>1/2</td>
<td>53</td>
<td>30</td>
</tr>
<tr>
<td>DHTC</td>
<td>0</td>
<td>583</td>
<td>42</td>
</tr>
<tr>
<td>$S_1$TC-DHTC</td>
<td>0</td>
<td>81</td>
<td>106</td>
</tr>
<tr>
<td>$S_1$TC-DHTC (f)</td>
<td>0</td>
<td>138</td>
<td>40</td>
</tr>
<tr>
<td>$S_1$TC-DHTC (f)</td>
<td>0</td>
<td>73</td>
<td>104</td>
</tr>
</tbody>
</table>

$^a$ Relative to $\Delta G^*$ in $S_1$TC-DHTC assuming $C_{int} = 1/2$

$^b$ Number of $S_1$ families × DH lines within $S_1$ families

$^c$ With current limitations in DH technique a maximum of 10 DH lines can be produced from a single $S_1$ plant
in stage one and two, \( N'_1 = 82 \) \( S_1 \) families in the first stage, and \( N'_2 = 2 \) \( S_1 \) families as well as \( N'_2 \text{perm} = 42 \) DH lines within each of the two \( S_1 \) families in the second stage. In DHTC, \( L'_1 \) and \( L'_2 \) were larger and \( N'_2 \) and \( L'_1 \) were smaller in comparison with \( S_1 \text{TC-DHTC} \). Assuming negligible production costs for DH lines \( (C_{DH} = 0) \), \( \Delta G' \) in \( S_1 \text{TC-DHTC} \) was 8\% larger than in DHTC. For \( C_{DH} = 0 \) compared with \( C_{DH} = 1/2 \), \( \Delta G' \) was increased in \( S_1 \text{TC-DHTC} \) by 1\% and DHTC by 3\%.

The impact of varying budget and variance component ratios on the optimum allocation and selection gain was hardly affected by the production costs of DH lines (data not shown). Thus, results in Fig. 2 and Table 2 were presented only for \( C_{DH} = 1/2 \) referring to actual costs in breeding companies most advanced in DH technology (G. Seitz, personal communication). For all considered variance component ratios in \( S_1 \text{TC-DHTC} \), selection gain \( \Delta G \) increased strongly up to a maximum and thereafter decreased slightly with increasing \( N_{2 \text{perm}} \) at the expense of decreasing \( N_2 \) (Fig. 2). Deviations from \( N_{2 \text{perm}} \) by de- or increasing \( N_2 \) led to reductions in selection gain of more than 2\%.

Breeding scheme \( S_1 \text{TC-DHTC} \) was superior to DHTC for a large range of budgets and variance components (Table 2). Increasing the budget from 200 to 5,000 testcross plot equivalents in breeding scheme \( S_1 \text{TC-DHTC} \) resulted in a more than eightfold increase in \( N'_1 \) and \( N'_2 \text{perm} \) in tripled values of \( L'_1 \), and an increase in the maximum selection gain \( \Delta G' \) of about 80\%. An increased budget for DHTC led to larger increases in \( N'_1 \) and \( L'_2 \) and smaller increases in \( L'_1 \) in comparison with \( S_1 \text{TC-DHTC} \).

**Discussion**

We focused on second-cycle breeding with selection within one cross of two homozygous lines. Therefore, short-term success of different breeding schemes achieved in one breeding cycle was of interest. Comparison among breeding schemes with different length by per-cycle selection gain becomes feasible under the assumption that breeding is a continuous process and every year a new breeding cycle is initiated. Under this assumption, the annually available budget for all breeding cycles running in parallel is equal to the budget available for one entire breeding cycle (Utz 1969). Consequently, we used per-cycle selection gain, which is further referred to as selection gain.

**Optimum allocation of test resources**

For a given target variable, selection gain is increased by a higher selection intensity and a closer correlation between the phenotypic mean of testcross performance and the target variable \( (\rho_{pq}) \) (cf. Bernardo 2002). We used the term selection intensity in our multi-stage selection approach in a more general sense than its strict definition for one-stage selection, where it refers to the standardized selection differential (cf. Falconer and Mackay 1996; Wricke and Weber 1986). Selection intensity can be increased by increasing the number of test candidates and/or decreasing the number of selected test candidates. The correlation between the phenotypic mean of testcross performance and the target variable is increased with a higher heritability. Heritability can be increased by larger numbers of test locations, years, and replications in performance trials. In both breeding schemes, variation in the budget had a stronger impact on the number of test candidates than the
Table 2 Optimum allocation of test resources maximizing selection gain ($\Delta G^*$) in two-stage selection with evaluation of testcross progenies of (1) DH lines in both stages (breeding scheme DHTC) and (2) $S_1$ families in the first stage and DH lines within $S_1$ families in the second stage (breeding scheme $S_1$TC-DHTC) and its dependence on the budget, variance components, and number of finally selected DH lines ($N_i$) assuming production costs for DH lines of $c_{DH} = 1/2$. For explanation of abbreviations, see "Materials and methods".

<table>
<thead>
<tr>
<th>Budget</th>
<th>Variance components</th>
<th>Number of $S_1$ families $N_f$</th>
<th>DH lines within $S_1$ families $N_{l1}$</th>
<th>Test locations in the second stage $L_2$</th>
<th>Selection gain $\Delta G^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Breeding scheme DHTC</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>200 VC2</td>
<td>4</td>
<td>79</td>
<td>15</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>5,000 VC2</td>
<td>4</td>
<td>1,422</td>
<td>64</td>
<td>2</td>
<td>20</td>
</tr>
<tr>
<td>1,000 VC1</td>
<td>4</td>
<td>460</td>
<td>35</td>
<td>1</td>
<td>8</td>
</tr>
<tr>
<td>1,000 VC2</td>
<td>4</td>
<td>272</td>
<td>26</td>
<td>2</td>
<td>11</td>
</tr>
<tr>
<td>1,000 VC3</td>
<td>4</td>
<td>252</td>
<td>28</td>
<td>2</td>
<td>12</td>
</tr>
<tr>
<td>200 VC2</td>
<td>1</td>
<td>53</td>
<td>6</td>
<td>2</td>
<td>10</td>
</tr>
<tr>
<td>1,000 VC2</td>
<td>1</td>
<td>286</td>
<td>14</td>
<td>2</td>
<td>18</td>
</tr>
<tr>
<td>5,000 VC2</td>
<td>1</td>
<td>1,463</td>
<td>38</td>
<td>2</td>
<td>31</td>
</tr>
<tr>
<td>Breeding scheme $S_1$TC-DHTC</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>200 VC2</td>
<td>$1 \times 4^b$</td>
<td>24</td>
<td>34</td>
<td>$=2 \times 17^c$</td>
<td>3</td>
</tr>
<tr>
<td>5,000 VC2</td>
<td>$1 \times 4$</td>
<td>264</td>
<td>282</td>
<td>$=2 \times 141$</td>
<td>8</td>
</tr>
<tr>
<td>1,000 VC1</td>
<td>$1 \times 4$</td>
<td>106</td>
<td>118</td>
<td>$=2 \times 59$</td>
<td>4</td>
</tr>
<tr>
<td>1,000 VC2</td>
<td>$1 \times 4$</td>
<td>82</td>
<td>84</td>
<td>$=2 \times 42$</td>
<td>5</td>
</tr>
<tr>
<td>1,000 VC3</td>
<td>$1 \times 4$</td>
<td>56</td>
<td>68</td>
<td>$=2 \times 34$</td>
<td>8</td>
</tr>
<tr>
<td>1,000 VC2</td>
<td>$2 \times 2$</td>
<td>82</td>
<td>84</td>
<td>$=3 \times 28$</td>
<td>5</td>
</tr>
<tr>
<td>1,000 VC2</td>
<td>$4 \times 1$</td>
<td>104</td>
<td>98</td>
<td>$=7 \times 14$</td>
<td>4</td>
</tr>
<tr>
<td>200 VC2</td>
<td>$1 \times 1$</td>
<td>30</td>
<td>18</td>
<td>$=2 \times 9$</td>
<td>3</td>
</tr>
<tr>
<td>1,000 VC2</td>
<td>$1 \times 1$</td>
<td>81</td>
<td>58</td>
<td>$=2 \times 29$</td>
<td>5</td>
</tr>
<tr>
<td>5,000 VC2</td>
<td>$1 \times 1$</td>
<td>278</td>
<td>190</td>
<td>$=2 \times 95$</td>
<td>8</td>
</tr>
</tbody>
</table>

a $V_1 = \sigma_{DH}^2 \sigma_{DH}^2 \sigma_{DH}^2 \sigma_{DH}^2 \sigma_{DH}^2 = 1/0.25 \cdot 0.25 \cdot 0.5 \cdot 1 \cdot 1$; $V_2 = 1/0.5 \cdot 0.5 \cdot 1/2$; $V_3 = 1/1 \cdot 1/2$

b Number of finally selected $S_1$ families $\times$ DH lines within selected $S_1$ families
c Number of $S_1$ families $\times$ DH lines within $S_1$ families

due to the different types of test candidates in $S_1$TC-DHTC, with $S_1$ families in the first stage and DH lines within $S_1$ families in the second stage, where large number of test candidates and test locations are required in both stages. This compromise resulted in a smaller optimum number of test candidates in the first stage and test locations in the second stage in comparison with DHTC.

The optimum allocation of test resources in $S_1$TC-DHTC possesses two advantages over DHTC. First, a larger part of the budget is used for the evaluation of the more promising material in the second stage of $S_1$TC-DHTC. The possibility to use also a larger part of the budget in the second stage of DHTC is limited due to large reductions in selection gain. Second, the smaller optimum number of test locations in DHTC reduces selection gain considerably (Table 2), thus, affecting mainly selection intensity and, to a smaller extent, heritability. With larger non-genetic variance, heritability is strongly reduced. This can be counterbalanced by a larger number of test locations. However, for a given budget, this requires a simultaneous reduction in the number of test candidates, thus reducing selection gain considerably (Table 2). Smaller number of finally selected DH lines resulted in a decreased number of test candidates and an increased number of test locations in the second stage increasing both the selection intensity and heritability.

In DHTC, the optimum allocation of test resources involved evaluation of (1) a large number of DH lines in a small number of test locations in the first stage and (2) a small number of the selected DH lines in a large number of test locations in the second stage. Thus, a high selection intensity in the first stage is combined with a high heritability in the second stage. Thereby, selection gain was maximized by using about 70% of the budget for the initial screening of DH lines. These findings are in accordance with investigations of Utz (1969) on the optimum allocation of test resources in multi-stage selection.
S<sub>1</sub>TC-DHTC compared with DHTC simplifies the logistics of breeding programs.

In S<sub>1</sub>TC-DHTC, the optimum number of test candidates in the second stage was two S<sub>1</sub> families and a large number of DH lines within each of the two S<sub>1</sub> families for all budgets and variance components considered (Table 2; Fig. 2). For a small budget and small non-genetic variance, this is in accordance with results for self-pollinated crops (Utz 1981; Weber 1981). These findings can be explained by the different types of test candidates in both stages of S<sub>1</sub>TC-DHTC and the consequences for the available amount of genetic variance. In the first stage, selection is made among S<sub>1</sub> families with genetic variance σ<sup>2</sup><sub>g</sub>. In the second stage, new genetic variance is released due to DH lines within S<sub>1</sub> families with σ<sup>2</sup><sub>g</sub> = σ<sup>2</sup><sub>g, SHF</sub>. Owing to the selection among S<sub>1</sub> families in the first stage, the variance among S<sub>1</sub> families in the second stage is smaller than σ<sup>2</sup><sub>g, SHF</sub>, favoring selection among DH lines.

Alternatively to the final selection of four DH lines from the top S<sub>1</sub> family in S<sub>1</sub>TC-DHTC, one could finally select one DH line from each of the top four S<sub>1</sub> families. Consequently, N<sub>f</sub> ≥ 4 is required, but maximum selection gain ΔG* is reduced by more than 10%, even though the total number of finally selected DH lines has not been changed (Table 2). An evaluation of varying numbers of DH lines within S<sub>1</sub> families according to the performance level of the S<sub>1</sub> family in the first stage and selecting the best DH line across all S<sub>1</sub> families tested in the second stage might increase N<sub>f</sub> and ΔG*. However, to our knowledge no analytical results are available in the literature to cope with these more general situations and, hence, further research is warranted. Monte Carlo simulations may be a promising alternative for further investigations on the optimum number of families and lines within families.

Response curves of selection gain as a function of the number of DH lines within S<sub>1</sub> families were flat, close to the maximum (Fig. 2). However, deviations from the optimum number of DH lines within S<sub>1</sub> families by increasing N<sub>f</sub> reduced the selection gain by more than 2%. This is in contrast to differences below 1% in the selection gain as a function of the number of (1) L<sub>2</sub> in both breeding schemes (data not shown) and (2) N<sub>j</sub> in DHTC (Longin et al. 2006). The difference may be due to the larger impact of N<sub>j</sub> on the selection intensity and heritability in comparison with that of L<sub>2</sub>, N<sub>i</sub>, and N<sub>j</sub>. In conclusion, with early testing prior to production of DH lines, an optimum allocation of the number of families is of crucial importance for maximizing the selection gain.

Relative efficiency of breeding schemes

For the final selection of four DH lines, maximum selection gain ΔG* was largest in S<sub>1</sub>TC-DHTC, with an advantage of about 10% over DHTC for all considered budgets and variance components (Tables 1, 2). A higher selection intensity and heritability are feasible in the first stage of S<sub>1</sub>TC-DHTC compared with DHTC, which is due to the different amounts of genetic variance available in both breeding schemes. In DHTC, the total genetic variance σ<sup>2</sup><sub>g, SHF</sub> is available from the very beginning of the selection process. The genetic variance among the remaining DH lines in the second stage decreases with a smaller number of DH lines selected in the first stage. In S<sub>1</sub>TC-DHTC, the same applies to σ<sup>2</sup><sub>g</sub>. However, the newly released genetic variance due to DH lines within S<sub>1</sub> families in the second stage of S<sub>1</sub>TC-DHTC with σ<sup>2</sup><sub>g, SHF</sub> = 0.5 σ<sup>2</sup><sub>g, SHF</sub> sums up with the genetic variance among the remaining S<sub>1</sub> families. This allows a high selection intensity in the first stage of S<sub>1</sub>TC-DHTC without exhausting the genetic variance for the second stage. Thus, the chances for obtaining superior DH lines by segregation within superior S<sub>1</sub> families far outweighs the smaller number of initial test candidates in comparison with DHTC and allows the use of a larger number of test locations in the first stage. The reduced heritability in the second stage of S<sub>1</sub>TC-DHTC compared with DHTC is counterbalanced by a higher selection intensity due to the large number of test candidates in the second stage of S<sub>1</sub>TC-DHTC. Consequently, early testing prior to production of DH lines largely increases selection gain, underpinning its importance for successful hybrid maize breeding.

For the selection of only one DH line, the relative efficiency of S<sub>1</sub>TC-DHTC was considerably decreased as compared with DHTC. In the extreme case of a budget of 200 field plots, S<sub>1</sub>TC-DHTC resulted in a smaller maximum selection gain ΔG* than for DHTC (Table 2). This can be explained by a strong reduction in the number of selected DH lines in the first stage of DHTC, which increased the selection intensity. In contrast, the already very small number of selected S<sub>1</sub> families in the first stage of S<sub>1</sub>TC-DHTC could not be reduced any further. In addition, a sufficiently large number of test locations in the second stage is crucial for selecting the very best DH line, favoring DHTC. Nevertheless, S<sub>1</sub>TC-DHTC was superior to DHTC for a large range of scenarios with the only exception for a combination of a very small number of finally selected DH lines and a very small budget.

Limitations in DH technique affect the efficiency of breeding schemes

Routine application of in-vivo haploid induction in hybrid maize breeding requires specific skills and equipment for chromosome doubling, transplanting of up-regulated plants in the field, as well as for raising and selling of the up-regulated plants (cf. Röber et al. 2005). As these activities...
are rather cost-intensive, we assumed that the costs for the production of one DH line are equal to half the costs of one testcross plot. This assumption corresponds to the actual costs for production of DH lines in breeding companies most advanced in the DH technique (G. Seitz, personal communication). In addition, the production of DH lines from a single plant is limited due to current rates of haploid induction (10–15%) and chromosome doubling (20–30%, cf. Röber et al. 2005). Thus, from individual S1 ears with approximately 250 kernels, a maximum of 10 DH lines can be produced.

Breeding scheme S1/TC-DHTC has a longer cycle length than DHTC. The length of S1/TC-DHTC could be shortened by using individual S1 plants as (1) males for production of testcross seed and in parallel as (2) females in crosses with the inducer. Furthermore, chromosome doubling must be performed simultaneously with early testing (S1/TC-DHTCfast, Fig. 1). Therefore, test candidates are either S1 single plants or DH lines derived from individual S1 plants evaluated for their testcross performance.

With current costs and rates of success for production of DHs, maximum selection gain \( G^S \) in S1/TC-DHTCfast, was about 13% smaller than that in S1/TC-DHTC (Table 1). This can be explained by the necessity of producing DH lines from all S1 plants of the first stage in S1/TC-DHTCfast, which consumed about one third of the budget under current costs of DH production. Thus, the number of S1 plants, which could be evaluated in the first stage of S1/TC-DHTCfast, is limited. Furthermore, the number of DH lines, which can actually be produced per selected S1 plant, is far below the theoretical optimum allocation of S1/TC-DHTCfast, if there were no limitations in the DH technique (Table 1). Thus, substantial increases in the haploid induction rate and chromosome doubling rate as well as reductions in the costs for chromosome doubling and recovering of up-regulated plants are required to enable the use of an optimally allocated breeding scheme S1/TC-DHTCfast.

Nevertheless, if more than 50 DH lines could be produced per individual S1 plant at negligible costs, selection gain would most strongly be increased in breeding scheme S1/TC-DHTCfast, resulting in a similar selection gain as for S1/TC-DHTC (Table 1). Thus, the high selection gain for breeding schemes with early testing prior to DH production could be combined with a cycle length similar to DHTC. Crossing DH lines with the tester already in the D2 generation and performing per se and testcross evaluation in parallel may be another appealing alternative to shorten the breeding scheme. However, consideration of per se and testcross performance must be based on index selection, requiring more research on the optimum type of index and appropriate economic weights of the traits.

In conclusion, early testing prior to production of DH lines is very promising in hybrid maize breeding. However, its full potential can be exploited only by choice and optimization of an appropriate breeding scheme. With current limitations in the DH technique, S1/TC-DHTCfast seems most appealing for maximizing selection gain unless the available budget is extremely low. In order to take more advantage of early testing prior to DH production, enormous improvements in the DH technique are required to allow for an efficient use of S1/TC-DHTCfast. Thus, time for inbred line development could be shortened and early testing prior to production of DH lines would become very attractive in hybrid maize breeding.

Acknowledgments This research was supported by funds from DFG, Grant No 1070/1, International Research Training Group “Sustainable Resource Use in North China” to C. F. H. Longin. The authors thank Dr. F. Laidig, Bundesortenamt Hannover, Germany, and Dr. G. Seitz, AgReliant Genetics, Westfield, IN, USA, for their valuable suggestions. In addition, the authors appreciate the editorial work of Dr. J. Muminović, whose suggestions considerably improved the style of the manuscript. We greatly appreciate the helpful comments and suggestions of one anonymous reviewer.

References


Melchinger AE (1988) Means, variances, and covariances between relatives in hybrid populations with disequilibrium in the parent

© Springer
Richey FD (1945) Isolating better foundation inbreds for use in corn hybrids. Genetics 30:455–471


Supplementary Table S1. Formulas required for calculation of selection gain for two-stage selection with evaluation of testcross progenies of (1) doubled haploid (DH) lines in both stages (breeding scheme DHTC) and (2) S<sub>1</sub> families in the first stage and DH lines within S<sub>1</sub> families in the second stage (breeding scheme S<sub>1</sub>TC-DHTC). Phenotypic variance at stage j (σ<sup>2</sup><sub>j</sub>) is calculated for breeding scheme DHTC from variance components attributable to the (1) genotypic variance among DH lines (σ<sup>2</sup><sub>DH</sub>), (2) variance of genotype × year interactions (σ<sup>2</sup><sub>DH×y</sub>), (3) variance of genotype × location interactions (σ<sup>2</sup><sub>DH×l</sub>), (4) variance of genotype × location × year interactions (σ<sup>2</sup><sub>DH×l×y</sub>), and (5) plot error variance (σ<sup>2</sup><sub>e</sub>). In S<sub>1</sub>TC-DHTC, genetic variance was σ<sup>2</sup><sub>DH</sub> = σ<sup>2</sup><sub>F</sub> + σ<sup>2</sup><sub>DH/F</sub> with σ<sup>2</sup><sub>F</sub> refers to the genotypic variance among S<sub>1</sub> families and σ<sup>2</sup><sub>DH/F</sub> to the genotypic variance among DH lines within S<sub>1</sub> families. Selection criterion in the second stage is an optimum index of the phenotypic means of those test candidates evaluated in both stages with I = b<sub>j</sub>x<sub>j</sub> + b<sub>j</sub>x<sub>j</sub>, where b<sub>j</sub> refers to the weight of x<sub>j</sub>. (L<sub>j</sub> = number of test locations at stage j, L<sub>c</sub> = number of test locations common to both stages, N<sub>2DH/F</sub> = number of DH lines within S<sub>1</sub> families).

<table>
<thead>
<tr>
<th>Formula</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ρ&lt;sub&gt;xj&lt;/sub&gt; = Cov(z&lt;sub&gt;1&lt;/sub&gt;, x&lt;sub&gt;j&lt;/sub&gt;) / σ&lt;sub&gt;z&lt;/sub&gt;σ&lt;sub&gt;xj&lt;/sub&gt;</td>
<td>with σ&lt;sup&gt;2&lt;/sup&gt;&lt;sub&gt;z&lt;/sub&gt; = σ&lt;sup&gt;2&lt;/sup&gt;&lt;sub&gt;DH&lt;/sub&gt; = σ&lt;sup&gt;2&lt;/sup&gt;&lt;sub&gt;F&lt;/sub&gt; + σ&lt;sup&gt;2&lt;/sup&gt;&lt;sub&gt;DH/F&lt;/sub&gt;</td>
</tr>
<tr>
<td>σ&lt;sup&gt;2&lt;/sup&gt;&lt;sub&gt;j&lt;/sub&gt;</td>
<td>Breeding scheme DHTC</td>
</tr>
<tr>
<td>= σ&lt;sup&gt;2&lt;/sup&gt;&lt;sub&gt;DH&lt;/sub&gt; + σ&lt;sup&gt;2&lt;/sup&gt;&lt;sub&gt;DH×y&lt;/sub&gt; + σ&lt;sup&gt;2&lt;/sup&gt;&lt;sub&gt;DH×l&lt;/sub&gt; + σ&lt;sup&gt;2&lt;/sup&gt;&lt;sub&gt;DH×l×y&lt;/sub&gt; + σ&lt;sup&gt;2&lt;/sup&gt;&lt;sub&gt;e&lt;/sub&gt; / L&lt;sub&gt;j&lt;/sub&gt;</td>
<td></td>
</tr>
<tr>
<td>σ&lt;sup&gt;2&lt;/sup&gt;&lt;sub&gt;f&lt;/sub&gt; = b&lt;sub&gt;f&lt;/sub&gt;σ&lt;sup&gt;2&lt;/sup&gt;&lt;sub&gt;x1&lt;/sub&gt; + b&lt;sub&gt;f&lt;/sub&gt;σ&lt;sup&gt;2&lt;/sup&gt;&lt;sub&gt;x2&lt;/sub&gt; + 2b&lt;sub&gt;f&lt;/sub&gt;b&lt;sub&gt;f&lt;/sub&gt;Cov(x&lt;sub&gt;1&lt;/sub&gt;, x&lt;sub&gt;2&lt;/sub&gt;)</td>
<td></td>
</tr>
<tr>
<td>Cov(x&lt;sub&gt;1&lt;/sub&gt;, x&lt;sub&gt;2&lt;/sub&gt;) = σ&lt;sup&gt;2&lt;/sup&gt;&lt;sub&gt;DH&lt;/sub&gt; + L&lt;sub&gt;c&lt;/sub&gt;σ&lt;sup&gt;2&lt;/sup&gt;&lt;sub&gt;DH×l&lt;/sub&gt; / L&lt;sub&gt;1&lt;/sub&gt;L&lt;sub&gt;2&lt;/sub&gt;</td>
<td></td>
</tr>
<tr>
<td>σ&lt;sup&gt;2&lt;/sup&gt;&lt;sub&gt;j&lt;/sub&gt;</td>
<td>Breeding scheme S&lt;sub&gt;1&lt;/sub&gt;TC-DHTC</td>
</tr>
<tr>
<td>= σ&lt;sup&gt;2&lt;/sup&gt;&lt;sub&gt;F&lt;/sub&gt; + σ&lt;sup&gt;2&lt;/sup&gt;&lt;sub&gt;F×y&lt;/sub&gt; + σ&lt;sup&gt;2&lt;/sup&gt;&lt;sub&gt;F×l&lt;/sub&gt; + σ&lt;sup&gt;2&lt;/sup&gt;&lt;sub&gt;F×l×y&lt;/sub&gt; + σ&lt;sup&gt;2&lt;/sup&gt;&lt;sub&gt;e&lt;/sub&gt; / L&lt;sub&gt;1&lt;/sub&gt;</td>
<td></td>
</tr>
<tr>
<td>σ&lt;sup&gt;2&lt;/sup&gt;&lt;sub&gt;2y&lt;/sub&gt; = σ&lt;sup&gt;2&lt;/sup&gt;&lt;sub&gt;F&lt;/sub&gt; + σ&lt;sup&gt;2&lt;/sup&gt;&lt;sub&gt;F×y&lt;/sub&gt; + σ&lt;sup&gt;2&lt;/sup&gt;&lt;sub&gt;F×l&lt;/sub&gt; + σ&lt;sup&gt;2&lt;/sup&gt;&lt;sub&gt;F×l×y&lt;/sub&gt; + σ&lt;sup&gt;2&lt;/sup&gt;&lt;sub&gt;e&lt;/sub&gt; / L&lt;sub&gt;2&lt;/sub&gt;</td>
<td></td>
</tr>
<tr>
<td>σ&lt;sup&gt;2&lt;/sup&gt;&lt;sub&gt;2y&lt;/sub&gt; = (σ&lt;sup&gt;2&lt;/sup&gt;&lt;sub&gt;DH/F&lt;/sub&gt; + σ&lt;sup&gt;2&lt;/sup&gt;&lt;sub&gt;DH/F×y&lt;/sub&gt; + σ&lt;sup&gt;2&lt;/sup&gt;&lt;sub&gt;DH/F×l&lt;/sub&gt; + σ&lt;sup&gt;2&lt;/sup&gt;&lt;sub&gt;DH/F×l×y&lt;/sub&gt; + σ&lt;sup&gt;2&lt;/sup&gt;&lt;sub&gt;e&lt;/sub&gt; / L&lt;sub&gt;2&lt;/sub&gt;) / N&lt;sub&gt;2DH/F&lt;/sub&gt; - 1</td>
<td></td>
</tr>
<tr>
<td>σ&lt;sub&gt;2&lt;/sub&gt; = b&lt;sub&gt;f&lt;/sub&gt;σ&lt;sup&gt;2&lt;/sup&gt;&lt;sub&gt;x1&lt;/sub&gt; + b&lt;sub&gt;f&lt;/sub&gt;σ&lt;sup&gt;2&lt;/sup&gt;&lt;sub&gt;x2&lt;/sub&gt; + 2b&lt;sub&gt;f&lt;/sub&gt;b&lt;sub&gt;f&lt;/sub&gt;Cov(x&lt;sub&gt;1&lt;/sub&gt;, x&lt;sub&gt;2&lt;/sub&gt;)</td>
<td></td>
</tr>
<tr>
<td>Cov(x&lt;sub&gt;1&lt;/sub&gt;, x&lt;sub&gt;2&lt;/sub&gt;) = σ&lt;sup&gt;2&lt;/sup&gt;&lt;sub&gt;F&lt;/sub&gt; + L&lt;sub&gt;c&lt;/sub&gt;σ&lt;sup&gt;2&lt;/sup&gt;&lt;sub&gt;F×l&lt;/sub&gt; / L&lt;sub&gt;1&lt;/sub&gt;L&lt;sub&gt;2&lt;/sub&gt;</td>
<td></td>
</tr>
</tbody>
</table>
6. General Discussion

The development of inbred lines with superior testcross performance is of fundamental importance for hybrid breeding. Inbred line development can be accelerated with doubled haploids (DHs) enabling the evaluation of completely homozygous lines from the very beginning of the selection process. The implementation of this promising technology in maize breeding requires the optimization and comparison of different breeding schemes in order to maximize progress from selection.

Choice of the model framework

The optimization and comparison of breeding schemes is commonly performed in plant breeding by model calculations (cf. Bouchez and Gallais 2000, Wang et al. 2003, Bordes et al. 2006). These calculations represent a non-linear optimization, which require the numerical computation of multivariate integrals for specific probability distributions. Alternatively to the numerical computation, the multivariate integrals can be estimated by Monte Carlo simulations.

Our model calculations require the definition of a model framework (Fig. 7.1), which includes a “Basic level”, a “Breeding level”, and an “Optimization level”. At the “Basic level”, the target criterion, the trait, and the genetic model of the trait was defined. The efficiency of the different breeding
schemes was evaluated by two target criteria, the selection gain ($\Delta G$) and the probability of identifying superior genotypes ($P(q)$). Both target criteria were determined by assuming the same fixed budget for each breeding scheme.

![Model framework for the optimization and comparison of breeding schemes. The varied parameters are indicated in italics.](image)

Breeding is a continuous process and, thus, every year a new breeding cycle is initiated. Under this assumption, the annually available budget for all breeding cycles running in parallel is equal to the budget available for one entire breeding cycle (Utz 1969). Consequently, comparisons between breeding schemes can be made directly with per-cycle values of the target criteria, representing a constraint of our model framework.

We focused only on the trait grain yield assuming that this trait is controlled by many loci with small effects resulting approximately in a Gaussian normal distribution of genotypic and phenotypic values (cf. Dekkers and Hospital 2002). This assumption can be justified by results of an extremely extensive QTL mapping experiment in maize (Schön et al. 2004), which provided no evidence that phenotypic means for grain yield deviated from a Gaussian normal distribution. Likewise, the large number of detected QTL with small effects resulted in an approximative Gaussian normal distribution of genotypic values due to the Central Limit Theorem.

The different breeding schemes, which should be compared, were defined at the “Breeding level” by the number of selection stages, the types of test candidates, the time of DH production, and others. These assumptions are
described later in more detail. Furthermore, each breeding scheme was investigated for different breeding scenarios, *i.e.*, the budget, the variance components, the tester type, the number of finally selected DH lines, and the costs for DH production. At the “Optimization level”, the allocation of test resources was defined, which was represented by the number of test candidates, testers, test locations, and replications.

In each model run, the target criterion was determined for a given allocation of test resources within a given breeding scenario in a given breeding scheme. The different breeding schemes were then compared at their optimum allocation of test resources, which maximized the target criterion under a given breeding scenario. Consequently, with this model framework, the optimum implementation of DHs into maize breeding requires three steps: the choice of the target criterion, the optimization of test resources for each breeding scheme under different breeding scenarios, and the comparison of different breeding schemes.

**Comparison of the selection gain with the probability of identifying superior genotypes**

Similar optimum allocations of test resources were obtained with regard to $\Delta G$ or $P(q)$, unless very small values of $q$ were chosen (Longin et al. 2006a, b). For these small values of $q$, a larger optimum number of initial test candidates was observed at the expense of a reduced number of test locations for $P(q)$ in comparison with $\Delta G$. However, the difference between values of $P(q)$ at its optimum allocation and those values of $P(q)$ obtained at the optimum allocation of test resources with regard to $\Delta G$ were very small. Furthermore, for extremely small values of $q$, the probability $P(q)$ was too low to be recommended as target criterion even for very large budgets. Consequently, the use of $\Delta G$, $P(5\%)$, and $P(1\%)$ seem appropriate for optimization of breeding schemes.
The application of the new target criterion $P(q)$ allows important conclusions for hybrid maize breeding with DHs (Longin et al. 2006a, b). The large optimum number of test locations determined by $\Delta G$ for population improvement seems also very important to maximize the chances of identifying a superior genotype. A larger budget, smaller non-genetic variances, smaller production costs of DHs, and a smaller number of finally selected test candidates increased $\Delta G$ and $P(q)$. However, variation in these factors had a much larger impact on values of $P(1\%)$ than on $\Delta G$ indicating their importance for increasing the chances of identifying superior genotypes.

Comparison of the standard deviations of $\Delta G$ and $P(q)$ was hampered by the binomial nature of $P(q)$ with genotypes surpassing the defined threshold or not (Longin et al. 2006a, b). Thus, the standard deviation of $P(q)$ assumed by definition its maximum for $P(q) = 0.5$. In contrast, the standard deviation of $\Delta G$ decreased continuously with an increasing number of test candidates and test locations, and especially with an increasing number of finally selected test candidates. Knowledge of the standard deviation of the target criterion is important for plant breeders to maximize gain while reducing the risk of the final outcome. Thus, the number of finally selected DH lines should be carefully chosen, because it represents the factor with strongest impact on the standard deviation of the target criteria.

As breeding populations are commonly small, we used Monte Carlo simulations to determine $\Delta G$ and $P(q)$ for finite population size, which enables also the calculation of their standard deviations. However, Monte Carlo simulations require a large number of simulation runs to achieve a high accuracy, which results in prohibitive computing time (Longin et al. 2006a, b). The use of numerical formulas for calculation of $\Delta G$ and $P(q)$ would considerably reduce computing time. However, in populations with finite size, formulas for multi-stage selection are lacking in the literature and require further research. One possibility might be the extension of formulas for one-stage selection in finite populations given by Robson et al. (1967) and Hill (1976).

For the simplifying assumption of infinite population size, exact formulas for multi-stage selection have been developed for $\Delta G$ (Cochran 1951, Utz
The comparison of $\Delta G$ calculated for finite and infinite population size led to similar optimum allocation of test resources and values of $\Delta G$ for a large range of scenarios (Longin et al. 2006b). Consequently, the use of $\Delta G$ under the simplifying assumption of infinite population size seems justified as long as a reduction in computing time is warranted. Thus, our further discussion is restricted to results determined by $\Delta G$ assuming infinite population size. For practical breeders, approximations determining $\Delta G$ without multiple integration techniques may be easier applicable with standard software tools. Therefore, approximations for $\Delta G$ and its standard deviation in two-stage selection with infinite population size are shown in the Appendix. Furthermore, suggestions for approximating two-stage selection in finite populations are made, which are close to the results of our Monte Carlo simulations.

**Optimum breeding schemes for hybrid maize breeding with DHs**

We assumed that a maximum of two selection stages for testcross performance are used for line development in hybrid maize breeding. Thereby, we focused on selection within one cross of two homozygous lines, because means and variances normally differ among crosses (cf. Mihaljevic et al. 2004). We considered two breeding schemes with one-stage (Fig. 7.2A) or two-stage selection among DH lines (Fig. 7.2B), and two breeding schemes with early testing prior to DH production (Fig. 7.2C, D). The considered breeding schemes were based on the assumption that (i) two selfing generations of DH lines are required to have sufficient quantities of seeds for field evaluations and (ii) *per se* evaluation of DH lines before testcross evaluation is considered with regard to the time length of the breeding scheme but is neglected for the selection process on yield due to the low correlations between yield and traits with high heritability determined commonly in line *per se* evaluation.
Figure 7.2 Hybrid maize breeding schemes with test candidates generated within one cross of two homozygous lines. In breeding schemes DHTC(I) and DHTC(II), testcross progenies of $N_1$ DH lines produced from $S_0$ plants by in-vivo haploid induction are evaluated in the first stage to select (i) the final number of DH lines ($N_f$) in breeding scheme DHTC(I) or (ii) the top $N_2$ DH lines for the second stage of breeding scheme DHTC(II), where the $N_f$ DH lines are selected. In breeding schemes $S_1$ TC-DHTC and $S_1$ TC-DHTC _fast_, testcross progenies of $N_1$ $S_1$ families are evaluated in the first stage and $N_{2F}$ of the top $S_1$ families are selected. Within each of these selected $S_1$ families, $N_{2DH/F}$ DH lines are produced by in-vivo haploid induction and evaluated in the second stage to select $N_f$ DH lines within the best $S_1$ family. ($D_i = i$th generation of DH multiplication, ⟨⟩ = selfing, [ ] = isolation plot, □ = performance trial).
The impact of the allocation of test resources on $\Delta G$

Selection gain is a function of the selection intensity, the heritability, and the variance of the target variable and increases with larger values for these parameters (Bernardo 2002). The variance of the target variable was constant in our study, because we focused on a given population derived from one cross of two homozygous lines. However, the selection intensity and the heritability must be chosen in order to maximize $\Delta G$. Heritability can be increased by an increase in the number of test locations, testers, years, and replications in performance trials. Selection intensity can be increased by an increase in the number of initial test candidates and/or a decrease in the number of selected test candidates. Hence, a plant breeder with a fixed budget has to find a compromise between (i) the number of candidates to be tested and (ii) the intensity of their testing as determined by the number of test locations, testers, years, and replications.

The optimum number of replications was one for all considered scenarios (Melchinger et al. 2005), which is in accordance with theoretical studies in the literature (Sprague and Federer 1951, Utz 1969). This can be explained by the heritability, which is more affected by the number of test locations and testers than by the number of replications. However, these calculations were based on the assumptions that the number of test locations and testers is not limited and that the costs for one replication are equal to the costs for one location. These assumptions can be justified, because a breeder commonly uses a large network of test locations for screening of different diseases and for regionalization of test results. Thus, for the further discussion, the number of replications was set to one at the expense of requiring advanced statistical methods for the analysis of variance to separate the block effects from the plot error variance (nearest neighbor analysis, Moreau et al. 1999).

The type and number of testers had a crucial impact on the optimum allocation of test resources and values of $\Delta G$ for all considered breeding schemes (Longin et al. 2007a). The use of testers with broad genetic base
led to a reduced optimum number of testers allowing for a larger number of test locations. Consequently, $\Delta G$ was largely increased. However, the use of genetically broad testers is uncommon in applied breeding programs due to the additional effort required for their production. Furthermore, the use of inbred testers bears the possibility to early identify promising single-cross hybrids. A compromise between theoretical requirements and practical limitations might be the use of single-cross or double-cross testers in the first stage and inbred testers in the second stage. Instead of evaluating progenies of each tester at all test locations, the progenies of each tester could be investigated only at a single test location. This simple change in the breeding policy largely increased the optimum number of testers and test locations as well as $\Delta G$. Consequently, the optimum type and number of testers is of utmost importance to maximize progress from selection.

Breeders can manipulate $\Delta G$ by varying economic and quantitative-genetic parameters. However, the large impact of these parameters on the optimum allocation of test resources must be considered (Longin et al. 2006a, b; Longin et al. 2007a, b). An increase in the budget led to increased optimum numbers of test locations and testers, but especially to an increased optimum number of test candidates. This increased $\Delta G$, but reduced its standard deviation only slightly. A decrease in the number of finally selected DH lines mainly resulted in a decreased optimum number of test candidates and an increased optimum number of test locations and testers in the second stage. This increased $\Delta G$, but also its standard deviation. With decreasing non-genetic variances, the optimum number of test locations was reduced in favor of an increased optimum number of test candidates. This increased $\Delta G$ and decreased its standard deviation.

Except for the variance components, which are determined by the breeding material and target environments, the other factors can be chosen in favor of an increased $\Delta G$ but at the expense of higher costs (larger budget) and a higher risk of the final outcome (larger standard deviation for a small number of finally selected DH lines). However, breeders should be aware of
the non-linear increase of $\Delta G$ with increasing budget and decreasing number of finally selected test candidates. This can be explained by the non-linear increase of (i) selection intensity with increasing number of test candidates and (ii) heritability with an increasing number of test locations, testers, and replications (cf. Becker 1993). Consequently, the possibility to increase $\Delta G$ by altering the above parameters is limited.

Response curves of $\Delta G$ revealed that a careful allocation of the test resources is important, if only a small number of test locations and testers is available (Longin et al. 2006a, b; Longin et al. 2007a, b). With larger numbers of test locations and testers, however, response curves become flatter, reducing the risk of choosing a non-optimal allocation. Practical requirements may lead to deviations from the theoretical optimum allocation of test resources. Loss in $\Delta G$ can be reduced by considering that the optimum allocation of test resources for a given budget is a compromise between a high selection intensity and a high heritability. Thus, a number of test locations exceeding its optimum can be counterbalanced by a reduction in the number of testers, years, and/or replications to minimize loss in selection intensity. A number of initial test candidates exceeding its optimum may be compensated in two-stage selection by a very small number of selected test candidates in the first stage to realize a higher heritability in the second stage. In contrast to these relatively flexible allocation options, two situations were identified in the considered breeding schemes, where even small deviations from the optimum allocation of test resources would clearly reduce $\Delta G$. An increase in (i) the small optimum number of test locations in the first stage of breeding scheme DHTC(II) and (ii) the small optimum number of $S_1$ families in the second stage of breeding scheme $S_1TC$-DHTC cannot be compensated without substantial losses in $\Delta G$. In conclusion, the optimum allocation of test resources is important to maximize $\Delta G$ under a given scenario, but flat response curves of $\Delta G$ reduce the risk of choosing suboptimal allocations.
Comparison of breeding schemes

The use of DHs allows the evaluation of potential hybrid cultivars from the very beginning of the selection process enabling an early registration of varieties, e.g., after one stage of selection (breeding scheme DHTC(I), Fig. 7.2A). However, for breeding scheme DHTC(I), $\Delta G$ was about 20% smaller than for breeding scheme DHTC(II) (Fig. 7.2B) with two-stage selection of DH lines (Longin et al. 2006a). This is due to the optimum allocation of test resources in breeding scheme DHTC(II) with the evaluation of (i) a large number of DH lines in a small number of test locations in the first stage and (ii) a small number of the selected DH lines in a large number of test locations in the second stage. Thus, a high selection intensity in the first stage is combined with a high heritability in the second stage. Furthermore, with breeding scheme DHTC(II), the standard deviation of $\Delta G$ was considerably reduced in comparison with breeding scheme DHTC(I). Consequently, breeding schemes with two-stage selection seem promising in line development with DHs and, thus, breeding scheme DHTC(I) is excluded from the further consideration.

A good line \textit{per se} performance of DH lines is necessary for an economic seed production of the hybrids. For breeding scheme DHTC(II), the consideration of an economic seed production resulted in the necessity of different breeding strategies for seed and pollen parent heterotic groups (Longin et al. 2007a). Thereby, two-stage selection on testcross performance in both stages was most suitable for the pollen parent heterotic group. In contrast, for the seed parent heterotic group, evaluation of line \textit{per se} performance in the first stage followed by evaluation of testcross performance in the second stage was most appealing. The importance of line \textit{per se} evaluations is increased by considering further agronomically important traits like resistance to diseases and lodging. However, this requires index selection and warrants further research.

Alternatively to the evaluation of DHs from the very beginning of the selection process in breeding schemes DHTC(I) and DHTC(II), an early test
for testcross performance in generation $S_1$ or $S_2$ could be made before production of DHs (breeding scheme $S_1$ TC-DHTC, Fig. 7.2C). This elongates the breeding scheme but permits to restrict the production and testing of DH lines to those derived from segregation in the most promising families. Selection gain for this breeding scheme $S_1$ TC-DHTC was 10% higher than for breeding scheme DHTC(II) (Longin et al. 2007b). This can be explained by the different types of test candidates with $S_1$ families and DH lines in breeding scheme $S_1$ TC-DHTC, enabling tremendously higher selection intensities in comparison with breeding scheme DHTC(II). This superiority in selection intensity decreased with a smaller selected fraction and resulted for the extreme case of a budget of $\leq 200$ field plots and selection of only one DH line in a smaller $\Delta G$ for breeding scheme $S_1$ TC-DHTC than for breeding scheme DHTC(II).

The optimum allocation of test resources in breeding scheme $S_1$ TC-DHTC involved similar numbers of test locations and test candidates in both stages (Longin et al. 2007b). Furthermore, a similar number of testers was determined for both stages of breeding scheme $S_1$ TC-DHTC, being approximately half as large as the respective optimum number of test locations (data not shown). This allocation of test resources in breeding scheme $S_1$ TC-DHTC resulted in the use of more than 50% of the budget for evaluating the DH lines of the most promising $S_1$ families of the second stage. In contrast, in breeding scheme DHTC, less than 30% of the budget were used for the second stage. Consequently, the concentration of test resources on the most promising $S_1$ families in early testing prior to DH production was superior to the evaluation of DH lines from the beginning of the selection process with the only exception of the combination of a very small budget with a very small number of finally selected DH lines. This underpins the large potential of selection in early generations and “the chances of the segregating generations” (Schnell, pers. comm.).

Routine application of in-vivo haploid induction in hybrid maize breeding requires specific skills and equipment for chromosome doubling, transplanting
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of up-regulated plants in the field, as well as for raising and selfing of the up-regulated plants (cf. Röber et al. 2005). As these activities are rather cost intensive, we assumed that the costs for the production of one DH line is equal to half the costs of one testcross plot. This assumption corresponds to the actual costs for production of DH lines in breeding companies most advanced in the DH technique (Seitz, personal communication). In addition, the production of DH lines from a single plant is limited due to low rates of haploid induction (10-15%) and chromosome doubling (20-30%, cf. Röber et al. 2005). Thus, from individual S1 ears with approximately 250 kernels, a maximum of 10 DH lines can be produced.

The efficiency of breeding scheme DHTC(II) was only marginally affected by the current limitations in DH technique (Longin et al. 2006a). Even for high costs of DH production, the decreased optimum number of DH lines can be compensated by an increased number of test locations without larger losses in $\Delta G$. Owing to the small number of DHs that have to be produced, breeding scheme S1TC-DHTC was even less affected by the current limitations in the DH technique (Longin et al. 2007b). The longer cycle length of breeding scheme S1TC-DHTC compared with breeding scheme DHTC(II) can be shortened by using individual S1 plants as (1) males for production of testcross seed and in parallel as (2) females in crosses with the inducer, and by performing chromosome doubling simultaneously with early testing (breeding scheme S1TC-DHTC$_{fast}$, Fig. 7.2D). However, an efficient use of this breeding scheme will only be feasible, if more than 50 DH lines can be produced per individual S1 plant at negligible costs (Longin et al. 2007b). With substantial increases in the haploid induction and chromosome doubling rate as well as reductions in the costs for DH production, the high selection gain for breeding schemes with early testing prior to DH production could be combined with a cycle length similar to breeding scheme DHTC(II), representing a promising breeding scheme for rapid line development in second-cycle breeding.

The focus of our study was to investigate the efficiency of different breeding schemes for short-term success in second-cycle breeding. We used per-cycle $\Delta G$, because the valuation of different cycle length in the considered
breeding schemes is avoided. This is advantageous for the general assessments of breeding schemes, because the cycle length for the same breeding scheme may vary among breeders due to the availability of different test facilities. However, for the specific situation of a single breeder with given test facilities, the consideration of the cycle length by per-year $\Delta G$ might be of interest. Per-year $\Delta G$ can easily be obtained from our results by dividing per-cycle $\Delta G$ by the number of years required in the breeding scheme. For instance, for the assumption that two generations per year are possible and that field tests are only possible in summer season, largest per-year $\Delta G$ was obtained for breeding schemes DHTC(I) and $S_1$TC-DHTC$_{fast}$ with a superiority of more than 9 or 18% over breeding schemes DHTC(II) and $S_1$TC-DHTC, respectively. However, a change in the underlying assumptions may alter this ranking. In contrast to rapid line development in second-cycle breeding, the use of per-year $\Delta G$ in combination with the consideration of the effective population size seems necessary for the investigation of average population improvement in recurrent selection.

Prospects for model calculations

In breeding scheme $S_1$TC-DHTC, selection in the second stage was made first among and afterwards within $S_1$ families. However, modifications of the selection procedure of the second stage might increase the target criteria. For instance, the best DH lines could be selected across all $S_1$ families tested in the second stage without regard of the family structure. Furthermore, varying numbers of DH lines within $S_1$ families could be evaluated in the second stage according to the performance level of the $S_1$ family in the first stage. A consideration of best linear unbiased prediction (BLUP, cf. Bernardo 2002) might further improve selection among and within families. However, to our knowledge no analytical results are available in the literature to cope with these more general situations.
For the selection of the best DH lines across all $S_1$ families tested in the second stage of breeding scheme $S_1$TC-DHTC, preliminary calculations extending an approximation of Hill (1976) resulted in a more than 5% larger $\Delta G$ compared with selection first among and afterwards within $S_1$ families (data not shown). This indicates that the advantage of early testing prior to DH production is even underestimated by the selection procedure performed in our study. However, the used approximations are inaccurate for a small number of families (Hill 1976) and, hence, further research is warranted. Owing to the lack of analytical results, Monte Carlo simulations may be promising for further investigations on the optimum number of families and lines within families.

Our breeding schemes were limited to the selection within one cross of two homozygous lines. Extension of our results to populations from several crosses is feasible assuming that the same budget is spent and the same number of DH lines is finally selected in each population. However, both assumptions will most likely fail in applied breeding, where some of the populations are discarded at an early stage and promising populations might receive a larger budget. Consequently, further research is required by extending our formulas to selection among and within crosses considering the possibility to predict the average genotypic performance of a cross by the mean genotypic value of its parents (Utz 1982). The phenotypic values of the diverse parental lines are obtained with different test accuracy as determined by the number of test years, test locations, and testers used in the performance trials. Therefore, the consideration of this varying test accuracy could further improve the choice of parental lines.

We focused on grain yield assuming that this trait is controlled by a large number of loci each with a small effect. Results from the increasing number of QTL mapping experiments for yield (cf. Melchinger et al. 1998, Schön et al. 2004) could be used to specify more precise genetic models for the optimization of breeding schemes. For genetic models with small numbers of QTL each with a different effect, the optimum allocation of test resources
was similar to results achieved with a genetic model assuming a large number of QTL each with the same small effect (Longin 2004). However, $\Delta G$ was largely reduced for the considered breeding scheme indicating that a comparison of different breeding schemes might be affected by the specification of the genetic model. Furthermore, new, superior breeding schemes could be designed by using marker scores simultaneously with phenotypic data for selection, emphasizing the importance of further studies on optimum breeding schemes in hybrid maize breeding with DHs.
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7. Summary

A major objective in hybrid maize breeding is the development of inbred lines with superior testcross performance. Inbred lines have commonly been derived in maize by recurrent selfing for five to six generations. The use of doubled haploids (DHs) enables the generation of completely homozygous lines in one step, representing a promising alternative to recurrent selfing. The implementation of the new DH technique in maize breeding requires an optimization of the entire breeding scheme in order to maximize progress from selection.

The objectives of this study were to (i) compare selection gain (ΔG) per breeding cycle with the probability of identifying superior genotypes with respect to the optimum allocation of test resources, (ii) evaluate several breeding schemes for an optimum use of the DH technique, (iii) determine the optimum number of test candidates and test locations as well the optimum type and number of testers for the different breeding schemes, and (iv) investigate the potential and limitations in the current DH technique in hybrid maize breeding. Monte Carlo simulations and numerical integration techniques were used to calculate the optimization criteria.

The choice of ΔG and the probability of identifying superior genotypes seems not to be crucial for the optimization of breeding schemes. The use of the new probability criterion supported the large optimum number of test locations determined by ΔG. However, a larger impact of varying economic and quantitative-genetic parameters on the probability criterion than on ΔG
was found, emphasizing their importance to maximize the chances of identifying a superior genotype.

The use of Monte Carlo simulations for optimizing the allocation of test resources seems promising because of the possibility to calculate various optimization criteria for multi-stage selection in finite populations. However, the large computing power required for them can rapidly become prohibitive. Numerical integration techniques allow the calculation of $\Delta G$ in multi-stage selection under the simplified assumption of infinite population size. The differences between finite and infinite population size were negligible for both, $\Delta G$ and the optimum allocation of test resources. Thus, the simplifying assumption of infinite population size is justified as long as a tremendous reduction in computing time is warranted.

Two-stage selection of DH lines was important to increase $\Delta G$ and the probability of identifying superior genotypes, because it combines the evaluation of a large number of initial DH lines with the use of a large number of test locations. Consideration of an economic seed production indicated the necessity of separate breeding schemes for seed and pollen parent heterotic groups. For the pollen parent heterotic group, two-stage selection on testcross performance in both stages was most suitable, whereas for the seed parent heterotic group, line per se performance in the first stage followed by evaluation of testcross performance in the second stage was most appealing. The concentration of test resources on the most promising $S_1$ families in early testing prior to DH production was superior to the evaluation of DH lines from the beginning of the selection process.

The allocation of test resources was crucial to maximize $\Delta G$ for a given scenario. Testers with broad genetic base allow a reduction of the number of testers in favor of an increased number of test locations and a largely increased $\Delta G$. An evaluation of progenies of each tester only in a single location instead of evaluating the progenies of each testers in all locations further increased $\Delta G$. With early testing prior to DH production, similar
optimum numbers of testers and test locations were determined for evaluation of testcross performance of $S_1$ families and DH lines within $S_1$ families. This resulted in (i) a large optimum number of $S_1$ families for the first stage and (ii) a small optimum number of $S_1$ families but a large optimum number of DH lines within $S_1$ families for the second stage.

Current limitations in the DH technique with a low number of DH lines, which can be produced from a single maize plant, and high costs, affected the selection gain and the optimum allocation of test resources only marginally for breeding schemes with evaluation of DH lines from the beginning of the selection process. However, substantial improvements of the DH technique are required to realize the high potential of early testing prior to DH production in combination with a short cycle length.

In conclusion, the optimum allocation of test resources is of utmost importance to increase selection gain under given economic resources. The implementation of DHs into maize breeding enables to shorten the length of the breeding cycle, but a careful evaluation of the breeding alternatives is required to maximize progress from selection.
8. Zusammenfassung


Die Ziele unserer Studie waren: (i) die beiden Kriterien zur Bewertung des Zuchtfortschritts, nämlich den Selektionserfolg pro Zyklus und die Wahr- scheinlichkeit, überlegene Genotypen zu identifizieren, hinsichtlich der optimalen Allokation von Testressourcen zu vergleichen, (ii) verschiedene Zuchtschemata für einen optimalen Einsatz der DH-Technik zu bewerten, (iii) die optimale Anzahl von Prüfkandidaten, Prüfständen und Testern sowie den optimalen Testertyp zu bestimmen, und (iv) die Möglichkeiten und Grenzen der aktuellen DH-Technik zu untersuchen. Die Zielkriterien wurden mit Hilfe von Monte-Carlo-Simulationen und numerischen Integrationsverfahren berechnet.

Die Wahl des Kriteriums zur Bewertung des Zuchtfortschritts, nämlich der Selektionserfolg vs. die Wahrscheinlichkeit, überlegene Genotypen zu identifizieren, hatte nur einen geringen Einfluß auf die Optimierung von
Zusammenfassung

Zuchtschemata. Die große Anzahl von Prüforten, die für den Selektionserfolg optimal war, wurde durch das Verwenden des Wahrscheinlichkeitskriteriums bestätigt. Allerdings wurde das Wahrscheinlichkeitskriterium stärker als der Selektionserfolg durch ökonomische und quantitativ-genetische Parameter beeinflusst, was deren Bedeutung für die Maximierung der Chancen, überlegene Genotypen zu identifizieren, unterstreicht.


der DH-Produktion ermöglichte eine Konzentration der Testressourcen auf die viel versprechendsten S₁-Familien, was der alleinigen Prüfung von DH-Linien während des gesamten Selektionsprozesses überlegen war.


9. Appendix

Approximating the selection gain

One-stage selection

For one-stage selection, selection gain ($\Delta G_1$) is defined as

$$\Delta G_1 = i_1 \rho_{z,x_1} \sigma_z$$

(cf. Falconer and Mackay 1996), where $i_1$ refers to the selection intensity, $\rho_{z,x_1}$ to the coefficient of correlation between the phenotypic mean of testcross performance $x_1$ and the target variable $z$, and $\sigma_z$ to the standard deviation of the target variable. The calculation of the selection intensity requires knowledge of the genotypic and phenotypic distribution of the test candidates. Most often, a Gaussian normal distribution of phenotypic and genotypic values is assumed. For the assumption of infinite population size, $i_1$ can be approximated with good correspondence to exact computation by numerical integration for a selected fraction $\alpha$ of $0 \leq \alpha \leq 0.5$ with

$$i(\text{infinite}) = t + \frac{0.23204 - 1.7019}{1 + 2.5143 t + 0.5113 t^2}$$

(Utz 1984), assuming $t = \sqrt{\ln(1/\alpha^2)}$. For finite sample size, $i_1$ can be approximated by

$$i(\text{finite}) = i(\text{infinite}) - \frac{N - n}{2n(N + 1)i(\text{infinite})}$$

(Burrows 1972),
where \( N \) refers to the number of initial test candidates and \( n \) to the number of selected test candidates. In the statistic package R (R Development Core Team 2004), existing functions for numerical integration and order statistics can be used to determine exactly \( i_1 \) for finite and infinite population size. For infinite sample size, \( i_1 \) can be calculated as

\[
i_{\text{(infinite)}} = \frac{d \text{norm}(q \text{norm}(1 - \alpha, 0, 1), 0, 1)}{\alpha}.
\]

For finite sample size, \( i_1 \) is calculated based on the expected values of the \( n \) largest order statistic with

\[
i_{\text{(finite)}} = \frac{\text{sum(as.matrix(normOrder}(N))[(N - n + 1) : N]}}{n}.
\]

The function \text{normOrder()} requires the use of \text{library(SuppDists)}.

The coefficient of correlation between the phenotypic mean of testcross performance \( x_1 \) and the target variable \( z \) is \( \rho_{z,x_1} = \text{Cov}(z, x_1)/(\sigma_z \sigma_{x_1}) \). Therein, the phenotypic variance \( \sigma^2_{x_1} \) refers to the number of test locations and test candidates as well as the type of the test candidates, which are used in the study (cf. Longin et al. 2006a, b; Longin et al. 2007a, b).

The standard deviation of selection gain can be approximated with

\[
SD_{\Delta G_1} = \sqrt{(1 - \rho^2_{z,x_1}(1 - v_1)) \frac{\sigma^2_{z}}{n}} \quad \text{(Burrows 1975)}
\]

with \( v_1 = 1 - i_1(i_1 - k_1) + (1 - \alpha_1)(i_1 - k_1)^2 \). Therein, \( k_1 \) can be approximated after Abramowitz and Stegun (1964) as

\[
k_1 = t - \frac{2.30753 - 0.27061t}{1 + 0.99229t + 0.4481t^2},
\]

or calculated exactly in the statistic package R as \( k_1 = q \text{norm}(1 - \alpha_1, 0, 1) \).

**Two-stage selection**

Selection gain in two-stage selection (\( \Delta G_2 \)) is calculated as

\[
\Delta G_2 = i_1 \rho_{z,x_1} \sigma_z + i_2 \rho'_{z,x_2} \sigma'_z \quad \text{(Utz 1984)}.
\]
For the second stage, selection intensity $i_2$ is calculated like previously defined using $\alpha_2$. However, $\rho_{z,x_2}$ as well as $\sigma^2_z$ are reduced due to the skewness of the genotypic distribution after the first selection stage. The reduced correlation between the phenotypic mean of testcross performance $x_2$ and the target variable $z$ can be approximated after Dickerson and Hazel (1944) as

$$
\rho'_{z,x_2} = \frac{\rho_{z,x_2} - \rho_{z,x_1} \rho_{x_1,x_2} \lambda}{\sqrt{(1 - \rho^2_{z,x_1}) (1 - \rho^2_{x_1,x_2} \lambda)}},
$$

with $\lambda = i_1 (i_1 - k_1)$, $\rho_{x_1,x_2} = \text{Cov}(x_1, x_2)/\left(\sigma_{x_1} \sigma_{x_2}\right)$, and $\rho_{z,x_2}$ calculated as described for $\rho_{z,x_1}$. The variance of the target variable in the second stage is approximated as

$$
\sigma^2'_z = \sqrt{\sigma^2_z (1 - \rho^2_{z,x_1} \lambda)} \quad \text{(Cochran 1951)}.
$$

To my knowledge, definitions of the standard deviation of $\Delta G_2$ are lacking in the literature. Results for calculating the standard deviation of $\Delta G_2$ by a slight modification of the approximation for the standard deviation of $\Delta G_1$ (Burrows 1975) were close to findings of our Monte Carlo simulations for a large range of scenarios (data not shown). Thus, to get a rough idea of the standard deviation of $\Delta G_2$, I suggest the use of

$$
SD_{\Delta G_2} = \sqrt{\frac{(1 - \rho^2_{z,x_1} (1 - v_2)) \sigma^2_z}{n}}
$$

using $i_2(\text{infinite})$ for calculation of $v_2$.  
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