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A. Introduction, Overview and Outlook 3

A. INTRODUCTION, OVERVIEW AND OUTL OOK
1. Introduction

Life has been defined as “things that make models” (Patten et al., 1997 and models have been
concaved as the only means for the acquisition o knowledge:"...ale Erkenntnis [ist]
Erkenntnis in Modellen und/oder durch Modelle" (Stachowiak, 19830 p. 129. Apparently,
models are universal and indispensable. Models guide the observation, description and
representation d and the interadion with ecologicd phenomena and systems. In this thesis
the feaures and limitations as to representation and pediction d two model types,
experimental model systems and simulation models and d the crrespondng images of
science de investigated.

To pu this thesis into context the following paragraphs try to clarify the “context of
discovery” and a few key terms sich as ‘'model” and “sustainability”, to tentatively
approximate the philosophy of science badkground and, finally, to present the scope and
structure of the thesis.

When defining terms it shoud be kept in mind that definitions and theoreticd concepts are
esentialy inseparable (Pawlowski, 1980 and that nations arise from an intricate interplay of
conventions, empiricd findings, hypatheticd assumptions and criteria of simplicity and
fruitfulness(Stegmdller, 1970.

1.1."Context of discovery”

The projed "Sustainable production and uili sation d energy crops’, framed this thesis. The
initial mindset underlying the projed was a positi vist sender-reasiver concept of causality and
of human interaction with the e@sphere: Human activity causes matter, energy and eventually
information fluxes into easystems which lead to olservable aad undesirable impads.
Environmental science was attributed the task of providing models for the representation o
these interactions, for mitigation and for the "operationalisation d sustainability” (Hérdtlein
et a., 199&, Hardtlein et a., 1998b, Lewandowski et a., 199). Both ecosphere-
anthroposphere and science-society were regarded as nealy separated, conceptually
delimitable systems. This syntadic conception and the underlying paradigms are dallenged
in thisthesis: Firstly, paradigms for the representation d easystems and the role of scientific
models for knowledge production in the ewvironmental sciences are aiticdly reviewed.
Seoondy, in view of models” limitations, images of “science for sustainability” (in the sense
outlined below) are examined.

1.2.Models
Thereisalarge variety of modelsin science, i.e. mental models (Paton, 1993, material model
systems uch as mesocosms, mathematicd models ranging from statistica to functional and
from phenomenadlogicd to causal models and simulation models (Wagner, 1997. Two types
of models at the oppasing ends of this range will be investigated in this thesis. (1)
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Experimental model systems, which are related to the manipulation d material systems by
laboratory pradices. (2) Dynamicd simulation models, which display a limited affinity to
substance and to experimental pradice

A few words on the term “'model” seem warranted at this sage. A general definition is:
material or ided (re-)production d an ojed by means of analogies redised by a agnitive
subjed (i.e. an olserver) (Ehmke, 1997). Anaogies are simil arities among different objects
concerning certain aspeds or properties. They permit the inference of probable properties of
objed B from the properties of objed A (L6ther, 1997). Others, however, stressthe function
of models as representations, either ided or red (Miller, 1983).

The referents of models are systems, or more predsely their structure (Weinert, 1995.
Experimental model systems are dudlistic in that they unite amaterial part with a conceptual
or "structural” part. Simulation models, in contrast, consummate the tendency in physics
(since Mad) to replace substance by structure (Mdller, 1983); naot the refledion d redity
which is faithful to the objed is regarded as true, bu the relation which is faithful to the
structure of a system. This iso- or homomorphism operates with mere symbals which need
naot correspondto elements of an oljective reality (Jammer, 1965. The significance of models
as a mnsistent synthesis of a priori independent elements of observation hes increased ever
since (Mller, 1983 p. 68. This synthesis usually has a mathematicd and, consequently,
fictiona nature: "l think that a model - a spedally prepared, usually fictional description d a
system under study - is employed whenever a mathematical theory is applied to redity”
(Cartwright, 1983 p. 158.

Models, theory and dbta are difficult to delimit. A model is aways asimplified description d
some fedures of a system (Joergensen et al., 1999 and models are more spedfic than theory
in that they make use of a limited set of concrete parameters (Weinert, 1999 and in that they
apply to a smaller range of phenomena (Wagner, 1997. Yet from a non-positivist point of
view, data are theory-laden, whil e theory and models are functionally equivalent so that data
and theory may be regarded as edfic types of models.

Models have to be made. To construct a model, spedfic parameters have to be chasen and
some functional or structura relationship between these parameters has to be expressd
(Weinert, 1995. The neopragmatic modelli ng theory has emphasised the role of dedsions and
seledions in moddling (Wernecke, 199). Accordingly, models substitute an original for
spedfic purposes and goals, for spedfic temporal intervals and for spedfic cognitive subjeds
(Stachowiak, 1983h, i.e. for specific observers.

1.3. Metaphors as background and analytical instruments as motor
Metaphars are the fabric of argument, analogicd reasoning and model construction. Major
sources of metaphas in eaxlogy are physics (e.g., mechanical and systemic metaphars), the
‘information” sciences (e.g., computer, nase, memory, networks (Margaleff, 1991,
Mikuledky, 1991) and more exotic areas such as medicine (easystem hedth; (Rappart, 1998,
Rappart, 1995.
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Metapha's convey a "surplus’, i.e. they stand ou from formal concepts, which are forced to
reduction and abstradion (Blumenberg, 199§; thus they may inspire, bu also sifle
conceptua innowation. Take medanistic metaphas which belong to the basic model of
ocddental science @ an example . Their emergenceis tied to the construction d mechanica
clocks in ealy modern times (Merchant, 1987, which in turn stand for orderly and
determinate behaviour (i.e. the world as a dockwork (Mayr, 198Q. The penduum visuali ses
the orderly course of linear time and d processes taking place in time, and the penddum
remains a magor point of metaphoricd reference in dscussons on dynamicd models in
biology and ecology; e.g. Bossel claims that so-call ed real-structure models "would be &le to
predict what would happen if the penduum were stopped” (Bossel, 1992, while Kampis
ascertains that new and a priori unpredictable variables of motion may come up any time (e.g.
as the string of the penduum breaks and the ball startsto roll (Kampis, 1994.

The development of analyticd tools nouishes metaphoricd naotions. The discovery of
complexity (Hedrich, 1991) has been asciated with the avent of diverse aalyticd
instruments such as computers, cybernetics and systems theory (Lilienfeld, 197§ and of self-
organisation (Krohn et al., 1990, Paslack, 1991 which challenge linear and mechanistic
metaphars and ndions. These theories (arguably) clam universal vaidity (Lilienfeld, 1978)
and hence could be regarded as interdisciplinary or "diagonal” theories (Heckhausen, 1987.
In the wake of this dructura scientific revolution (Hedrich, 1994, talk of self-organisation
has beacome astomary in emlogy (e.g., (Muller, 1996,Mdller, 1997 ecosystems have cme
to be regarded as true systems (Trepl, 1989 and systemic and computational metaphars
(Paton, 1996 have sprung up. Envisaging ewsystems as large computers presumably is
linked to the rise of computers and simulation models. It seems as if the medium indeed was
the message here (McLuhan) and as if any alternative to the computer metapha was gricken
with the drawback of appearing as a mere gpendage to the mmputer metaphor (analogously:
West and Travis, 199)).

1.4. Images of science: Representation for under standing and predicting?
The representation d emlogicd phenomena by models, ore might be tempted to say, is
guided by two major aims, understanding and prediction, just as the whole of science is
(Toumin, 198). The spirit of the @mnventional separation o models into research tools
(understanding) and predictive tods (see eg.; (Huwe and Ploeg van der, 1992 seems to
correspondto this image of science which represents, understands and predicts. Y et the terms
prediction and undbrstanding are far from being clea. For example it has been shown that
prediction and understanding are nat structurally equivaent and that the term prediction may
adopt more than 30 dfferent meanings (Stegmdller, 1969. Understanding may cover such
divers things as an adequate cnceptual representation a the capability of interacting
succesdully with a natural system. The term representation is as unclear. Representation may
refer to mental states (and mental models), to substitution (of an original by a model) or to a
relation ketween signs which conserves the structure of the represented original (Scheerer,
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1993. Hence both the mental models which guide a farmer and the scientific models which
conserve the structure of the original are representations.

| claim that a positivist image of science, which aims at the understanding of well-defined,
disciplinary mini-problems, "puzzles" (Kuhn, 197) and at the prediction d controlled and
shielded laboratory systems is misleading, particularly in the environmental sciences: On the
one hand it may overrate the @ntribution d science and its models to the understanding and
predicting of real-world systems (as oppased to the manipulated, abstracted systems of
laboratory and theory) and onthe other hand it may underrate the potentia for the interadive
organisation d ealogical knowledge and for the (re-)contextualisation o knowledge in local
applications.

1.5. Images of science for sustainability
The positivist image of science acording to which science follows its internal logic to
continuowsly approximate an oljective redity and produces universal, oljedive knowledge
has been chall enged recently by science research (Felt et al., 1995, bu aso by environmental
"sciencein action” (Latour, 1994. Risk assessmnent, for example, the concept of sustainabili ty
or the precautionary principle have callenged the positivist image (Funtowicz and Ravetz,
1993b, Hanson, 1999,Nowotny, 1993, O'Riordan and Jordan, 1995,Réling and Jiggins,
1994,Rosa, 1999. | subsume environmental issues which do nd fit into the pasitivist puzzle
framework under the term “sustainabili ty issues” and try to clarify the notion d sustainabili ty
underlying this thesisin the foll owing.
Sustainability has been cdled the last grea narrative of modernity (Fischer-Kowalski and
Schandl, 1998 " Sustainable Development als gegenwartig letzte “grofRe Erzéhlung’), | eft after
other narratives auch as "progress’ had to step badk and give way to post-modern
arbitrariness A concept of sustainability shoud acknowledge that a global exo-perspective
has been lost and that mankind daes not stand ouside nature, to manipulate and control it, but
that the environment, its gate and its evaluation are constructed within society (Nowotny,
1996.
Sustainability faces ill-defined issues (Scholz, 1997 and soft systems (Checkland and
Schales, 1996, for which neither the means nor the ends/goals are dear. "Hard™ system
descriptions, i.e. abstracted and formalised descriptions can offer no substitute for the process
of deliberation in which observers and actors frame systems and regotiate goals for concrete
systems. Thus perspedivity, values and nams become mingled with “fads’.
Sustainability necesstates management instead of solutions and schemes of pradical
interadion with concrete systems instead of objedive and unversal representations. Universal
and context-independent representations can nd compensate the lack of experience with the
corporeal world®. As to the time dimension, the mncept of sustainability suggests to keep the
future open for certain developments (Nowotny, 1996: While | agree that in principle the

! Experience plays a ever smaller role in the world we live in, becoming replacel by the universalized
expedations produced by scientific spedalists to whom the world is an objed of posshle or potential
experience (Marquard, 1994)
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future has, topdogicdly spoken, an open, bifurcated structure (Wright, 1999, its degrees of
freedom are ever more restricted by the "extended present” we live in (Nowotny, 1995 p. 32-
53).

To summarise, | contest that sustainability is a hard, operationalizable concept, which could
be defined naturalisticdly as others suggest (e.g., Hérdtlein et al., 199&). | argue in favour of
its irremediably discursive daracter, which cdls for negotiation and context-dependent
("locd”) definitionsinstead o reductionist, naturalistic and uriversal formulations.

1.6. Scope and structure of thethesis
The thesis consists of seven parts, this introductory section (A) and six papers (B-G; fig. A.1).

Experimental i i
P discovery of complexity . Simulation
Wodel d M odels | ]
Systems number of parameters @
Dynamical Self-
closure sy stem M odification
closure
Representaion fictionalization
&
Reference @ anticipation &
management
Example @ real-world uncertainty
Controlled vy systems i
Nitrogen fluxes & overload endo-perspectives
A 4
Post-norma Science @
il
M odels for Policy ®

Figure. A.1. Scope and structure of the thesis and the interrelation of the papers.

Paper B investigates experimental model systems; in particular, closure and the establi shment
of control are aldressed and it is discussed hov model systems relate to their reference, the
easystem. In contrast to experimental model systems, theories of the mmplex such as the
theory of dynamica system fadlit ate the smultaneous handing of a much larger number of
parameters (fig. A.1.). Paper C criticdly revises dynamicd simulation models, oppaing the
paradigm of the dynamicd system (with its notion d an abstract state) and the paradigm of
self-modifying systems. It is claimed that the scheme for closure and control in the laboratory
serves as amodd for the closure of dynamicd models. Paper D argues that simulation models
suffer from a diminished contad to their reference the emsystem (“fictionalisation"), and it
compares the (contrasting) ways, hov model and aiginal are re-related in technoscience (due
to the extension d the laboratory condtions) and in simulation modelling (fitting of the
mode to the data). Papers E and F take up the limitations of simulation models and it is
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outined how uncetainty?, unpedictability and the notions of self-modification and
endoperspective could aff ect the image of science and the role of models for dedsion-making
and management. Paper F elaborates on the role of models for padlicy, embedding modelling
into a post-normal conception d a manageria science for paolicy. Paper G presents an
example, the emisson d excess nitrogen from agriculture which contributes to a "post-
normal” iswue, global N overload (charaderised e.g., by large scde, scope, stakes and
epistemic uncertainty); the suitabili ty and validity of different model (among them simulation
models) and remediation approaches are discussed.

2. Material

The material for this theoreticd thesis was extraded from a wide range of scientific papers
and bools. In the following | roughly sketch the different areas considered and give afew
examples of representative aithors for ill ustration in afootnote®:

(a) empiricd work from the environmental sciences represented mostly in the review paper
on ntrate fate (seeG.)

(b) contributions to eaosystem theory and to modelli ng in the environmental sciences, ranging
from hierarchy theory and the matter/energy/thermodynamics <hod to advocates of an
information paradigm for eqsystem research.

(c) conceptual and phlosophicd work on models and their role for the evironmental
sciences (with a focus on the iswue of validity and validation and for knowledge
aqquisitionin general.

(d) philosophicd work ontherole and uses of experiment.

2 | use the term uncertainty as a generic one; a more predse terminology would distinguish risk, uncertainty
(unknown probabiliti es, but known possble outcomes) and indeterminacy (unknown probabiliti es; unknown
outcomes) (Scheringer, 1999. In many instances in this thesis uncertainty refers to the indeterminacy inherent
in eqsystems.

® Hierarchy theory: Ahl and Allen, 1996 Allen and Hoekstra, 1992 O'Neill et al., 1986 system emlogy with a
matter/energy paradigm Joergensen, 1992 Joergensen et a., 1995 Miller, 1997. Information paradigm: Hauhs
and Lange, 1996, Hauhs and Lange, 1996, Lange, 1999 Lange € al., 1997

models: Wagner, 1997, Weinert, 1995. Validity: Funtowicz and Ravetz, 1992 Konikow and Bredehoeft, 1992
Oreskes, in press Oreskes et al., 1994 Rastetter, 1996, Rykiel, 1996 Genera modelling theory: Stachowiak,
1973 Stadhowiak, 1983, Wernedke, 1994

Role and uses of experiment: Goodng et a., 1989 Hoyningen-Huene, 1989 Latour, 1990, Le Grand, 1990,
Pickering, 1989 Pickering, 1990 Radder, 1986, Rheinberger, 1995

Science reseach: Felt et al., 1995 Knorr-Cetina, 1991, Latour, 199, Latour and Wodgar, 1979, Nowotny,
1997 Nowotny, 199%, Nowotny, 1999b

Risk : Hanson, 1999 Kolek, 1993 Kunreuther and Slowic, 1996 Renn, 1998 Rosa, 1998, Stern and Fineberg,
19%b, Stern and Fineberg, 1996 Precadtionary principle: Martin, 1997, O'Riordan and Jordan, 1995,
Perrings, 1991, Sandin, 199, Westra, 1997. Post-normal science Funtowicz and Ravetz, 1993, Funtowicz
and Ravetz, 1993, Funtowicz and Ravetz, 1991 Manageria science Nowotny, 1993
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(e) contributions from the sociology of science (Luhmann, 1991 and from science reseach
criticdly investigating "science in action” scientific practices and dfferent forms of
knowledge production.

() work from an emerging (transdiscplinary?) field where the environmental sciences
becwome interlocked with phlosophicd, sociologicd and namative deliberations;
characteristic topics are risk, the precautionary principle, the nation d post-normal
science and d managerial science

The thesis aims at the interdisciplinary integration d the different perspedives and pretends

to be atentative cntributionto arefledive theory of emlogy and the environmental sciences.

3. Reaults, threads and themes

A few reaurrent themes and threads will be outlined in the foll owing to accourt for linkages
and common badgrounds of the different papers.

3.1. Modéelling as encoding

Modelli ng can be envisaged as an encoding process in which natural phenomena and process
are ‘trandated” into parameters and (mathematicd) relations, i.e. the natural system is
encoded into the propasitions of a forma system representing the (abstrad) state of the
system. Inferences on the behaviour of the formal system (e.g., a dynamica system), are then
demded to the natural system to produce statements on its behaviour (Rosen, 199).
Encoding in models is faced with a frame problem (Paton, 1999, i.e. the question which
variables are alequate to represent an ecologicd system (Kampis, 1992). Encoding is at the
root of bath experimental model systems (B) and d simulation models (C, D).

Abstrad states

The Greek phil osophers Parmenides and Heraklit first uttered the dichatomy of being versus
becming. According to Parmenides, the world is unchangeable and time reversible, while
Heraklit claims that the world is subjed to constant change and time isirreversible (Mainzer,
1995. "‘Being” by way of historicd acddent (Longo, 1991) still dominates Western thinking
and static nations, self-identity and the sssumption o identity in time belong to the fable of
modern science (Merchant, 1987 pp. 22).

The nation d an (abstrad) state cgtured by a set of parameters/variables and their relation,
reflects this tradition (C). Eco-Systems frequently are equated with state variables which are
interrelated through the processes (formalised as mathematicd relations) whil e the processes
are interrelated through the state variables (Joergensen et al., 1999. The astrad state can be
updated by applying a tempora transition function. The variables define a state space in
which the emsystem moves along trgjectories computed by the formal system. The state
spacemodel (Patten et al., 1997 asserts that there exists one and only one sequence of inpus
that, starting from an initia condtion, will put an open system in a given state (Joergensen et
al., 1999. The state-space @nception corresponds to the image of Wittgenstein® Tradatus
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world: the state of the world at a given moment can be dharaderised entirely by indicéing
which elementary, logicdly independent states exist (Wright, 1994. Time in this conception
is external to the phenomena, unversal (Mittelstaedt, 1980 and hamogeneous; it has no
privileged pants such as the now and nobeginning nor end (Rescher and Urquhart, 1994 and
it can betreated as an external parameter.

Contingency

The identificaion d abstrad states is in line with a long-standing programme in phlosophy
and then science® to reduce and eventually eliminate mntingency. In C and D we show that
dynamical models follow this rationale in that they am at the astradion d the dynamicad
part of a system from its contingent feaures, which are relegated to initial condtions, free
parameters and "badkgroundnoise’. The dynamicd part is frequently taken to stand for the
identity of the natural system andis equated with the eseence of this system.

The recent programmatic shift from “being to becoming” (Prigogine, 1989 or from linearity
to history via complexity (Longo, 1994, which pus suppacsed contingency into a different
light, is one guideline of thisthesis.

Encoding as framing mediated by language

Conventionally, encoding is assumed to follow a sender-receiver conception (Janich, 1992),
in which nature under investigation® sends syntadic and oljediveale signals to scientific
observers concerning her being. However, | agree with the work of others who claim that
distinctions (Luhmann, 1994, seledions (Knorr-Cetina, 1991 or dedsions (Stadhowiak,
1973 form the basis of observation and of modelling (F). This may be in the form of
laboratory selections for model systems, e.g., the seledion d certain materials, instruments
and experimental set-ups or in the form of decisions, e.g., dedsions as to which variables and
processes are relevant for a simulation model. Established sets of specific distinctions,
seledions and decisions form a perspedive and may be charaderistic for certain dsciplines
(i.e. scientific subsystems) or other, cognitive, or social systems. The validity of perspedives
and realing frames is a matter of intra-, interdisciplinary or even trans<ientific validation,
depending on the respedive issue and the relevant socia (sub-)system demanding the
justificaion d knowledge claims.

Adoping the shift from the Tractatus world to the linguistic turn (Wittgenstein, 1971, | agree
with the ideathat redity is irremediably mediated by language and that facts, statements and
hence natural states are necessarily framed by language (Janich, 1992, Janich, 1998 and nd

* Hegel writes"Die philosophische Betrachtung hat keine andere Absicht, als das Zuféllige (i.e. das
Kontingente; D.H.) zu entfernen. " (cf. (Marquard, 1987). And as to the role of contingency in science it may
be said: "Zu jedem Zeitpurkt war die Physik strukturell eingeteilt in zwei grundsétzlich verschiedene Telle: in
den dynamischen und in den kontingenten. Zu jedem Zeitpunkt konnte man einen bestimmten Teil der
Phanomene durch Gesetze eklaren, und der andere Teil blieb einfach Ubrig als Anfangsbedingung oder freier
Parameter.” (Kanitscheider, 1999).

® Note that Bamn's "experimental acount”, which became the model of experimentation was apparently
inspired by ealy modern torture of witches (Merchant, 1987).
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by an ojedive, uncerlying world to which language corresponds (as a wrrespordence theory
of truth world suggest (Hempel, 1999.

3.2. Ecosystems as open systems

When addresgng the relation between model and aiginal one touches on issues such as
prediction and reference (see below) and ona variety of terms such as equivalence, adequacy,
congruence and corresponcence; representation and substitution; relation, transformation and
code; correlate and copy; concretion, abstradion, reali sation, interpretation and formali sation;
verificaion, \alidation, confirmation, corroboration and evidence (Ml er, 1983. Prerequisite
for addresgng these isaues is a conception d the original, here the eosystem, which isto be
set against the model, i.e. the aumptions and analogies, which experimental model systems
(B) and dynamicd simulation models (C-F) invoke. Hence in the following | outline the
nation d the eosystem underlying this thesis®.

Withou physica openness or object openness (Joergensen et al., 1999, encompassng
material, energetic, thermodynamic and informational openness no aganism and no
easystem could exist. For example, energy inpu is necessry for anti-entropic, exergetic
processes, cycling processes and emergent properties; net outflow of entropy is a basic
condtion for existence (Joergensen et al., 1999.

On-line systems with rule-making capadties

Recaving external inpus (whether natural or anthropogenic) ecosystems are subject to
“disturbance” and become instationary; instationarity, however, has also endogenous ources
(the distinction d the threesources of instationarity is drawn from (Lange, 20(): Ecosystems
can be considered selfmodifying systems, i.e. comporent system which draw uponan open-
ended set of different types of componrents, which produce and destroy their own components
during their typical adivities (Kampis, 19928 and which produceinternal novelty on-line’. It
usually may be legitimate to take physica and chemical systems off-line for the purpose of
computation as during computation these systems do nd modify the rules according to which
they behave (Fuchs and Hofkirchner, submitted). Ecosystems, cognitive systems and social
systems, however, continue to evolve. In contrast to nonliving systems, in emsystems adors,
agents of evolutionary change eist, which acmrding to the evolutionary contingency thesis
have rule-making cgpadties (Beatty, 1995. Physicd-chemical laws only stake out a spaceof
possbles, yet the degrees of freedom for behaviour and rule-change remain large.
Acoordingly, "there may be genuine laws that are relevant to hiology, (e.g., laws of physics
and chemistry), bu those laws are not distinctively biological" (Beatty, 1995 p. 75.

When an ontline system is treated as an dff-line system for analyticd purpases, for example
when esystems are encoded as dynamicd systems, the eosystem is converted into a stable

® This conception of the e@system can in turn be regarded as a model, though a semantic, fragmentary,
conceptually open and partly metaphoricd model, which is neither formalized nor materiali zed.

" The debate on which codfication is appropriate might be pointless, in case e@system behavior can, analo-
gously to human behaviour, not be dified, formalized and reduced to a set of rules at all (Woolgar, 1987).
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system of stable signs (more on encoding and conceptual and material stabili sationin C, D).
Y et converting the living into stable signs has a price: The only way of converting a human
being into a stable sign is to kill her (Genddla, 2000; the same, | would argue, hdds for
emsystems.

In many physicd-technicd systems, the situation is smewhat different. As the setting of e.g.
astronamica systems is rather stable on human time scaes it is possble to acawmulatively
build a dosed (for closure see below) model of the relevant system and simulate specific
human interadion with that system: "What is admirableis.. how the complete space flight can
be smulated in advance, and then slowly extended..., by incorporating inside the Space
Centre more and more outside feaures brought bad to the centre by each trial. " (Latour,
1994 p. 248°. For ewmsystems, such a step by step incorporation easily fails, as the
representational  knowledge brought badk from a oncrete ecosystem is likely to be
invalidated due to self-modification.

Microdetermination versus emergence

For many physical and chemicd systems, microdetermination (Kleg 1981) is invoked (see
B), claiming that at the system level there ae not degrees of freedom (Hoyeningen-Huene,
1994 and that consequently reductive experimental and explanatory approacdes are justified
(B). Yet microdetermination may not hald for living systems sich as cognitive systems or
eqsystems. Ecosystems may be regarded as hierarchical (Ahl and Allen, 1996,Allen and
Hoekstra, 1992, Miller, 1992, O'Neill et al., 1986, self-organising systems, in which
unpredictable (and incomputable?) system level properties and constraints emerge from the
interadion d subsystems (Joergensen et a., 1992 ,Miiller, 1996. Yet one may object that
emergentism suggests that "macro-properties ... come out of nowhere. But why? ... They have
been here in the world al aong, standing right beside the properties of
microphysics.”(Cartwright, 1999 p. 33. In any case, whether emergent or nat, littl e is known
abou the existence and character of ecsystem level laws.

The generation d meaning

The view of emlogicd systems as gable ensembles of syntactic signs (D), which can be
represented ojedively by a purely syntactic model (equating syntactic with ohjedive & has
been common since Netwon (Rosen, 199) contrasts with the ntext-relativity of the
meaning of the signs. The syntadic information suppcsedly encoded in ecosystem
comporents are insufficient to deduce the wrporeal appearance of the emsystem and its
phenomendogy. Take the syntadic information in the genetic data of an arganism: "The
context of an ecsystem assgns meaning to the biologicd data set encoded in the genes, i.e. it
provides the macdhinery by which it can be expressed into organisms. No procedure is known
by which this assgnment of meaning can be @omized, it seems to reside in the ntext as a
whale" (Hauhs and Lange, 19%a).

8 Yet even here the logic of the situation which reaurrs fails to capture the details which make aparticular
situation urique, as Chall enger tragicdly demonstrated (Checkland and Scholes, 1996.
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| would conjecture that ecology could benefit from a conception of information that is not
limited to syntactic, naturalist perspectives (e.g., Janich, 1992b, Janich, 1996b, Janich, 1998).

Summarising it may be said that ecosystems contradict static notions and the assumption of
identity in time (see above). Ecosystems are epistemically (Joergensen et al., 1999) or
conceptually (Kampis, 1994) open systems, which change rules and setting endogenously.

3.3. Experimental model systems
Following a reductionist rationale, ecosystems are compartmentalised and studied under
manipulated conditions, allowing for the investigation of a limited number of parameters and
for the inference of causal relationships and the causal capacities (Cartwright, 1994) of the
investigated parameters. In B we build a picture of prepared experimental set-ups as models
for ecological phenomena and systems, i.e. as model systems and we highlight the underlying
assumptions and the limitations of this model conception:
Experimental model systems are closed systems; they are spatially and temporally bounded
and conceptually closed as matter, energy and information flux into and from the system are
supposedly controlled by the experimenter.
Mode systems are dualistic as along with a conceptual model component they consist of a
material component which has to be manipulated and closed and which is encoded into a
formal, numerical-mathematical system measuring certain parameters. Each measurement
highlights certain features of a system and assigns them quantitative values, relegating all
other features to the background (i.e. the unmarked space; F).
We distinguish different types of set-ups and model systems, based on their characteristic
duration, spatial heterogeneity, number of factors and control of boundary fluxes as related to
closure and control of the model system.

Analogy assumptions and decoding

Scientists use experimental systems as models of ecosystems based on the assumption that
anal ogies between the model system and the ecosystem exist (examples of such analogies are
"representative” samples, mesocosms or the substitution of adult by juvenile organisms) and
that the two material systems realise a common formal system. Accordingly, three steps to
infer statements on ecosystem behaviour from experiments can be distinguished: (1)
establishment of an analogy between experimental system and ecosystem, (2) encoding of the
experimental system into aformal system and (3) decoding to the ecosystem and inference of
statements on the ecosystem.

The analogy assumption and the decoding step, however, face aradical discrepancy between
the concept and redlisation of model systems and eco-systems. Model systems are
materialy/physically and conceptually closed and idealised systems, which are arbitrarily
bounded in space and time. They comprise a limited number of a priori defined factors
arranged in a stable setting and shielded from environmental influences (see the notion of a
"nomological machine" (Cartwright, 1999); adapted to ecology in D). Model systems result in
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abstrad, formal process and system descriptions, entailing little for concrete, real-world
systems. Ecosystems, in contrast are physically (e.g., thermodynamicd openness broad range
of external influences) and conceptually open systems due to nan-lineaity and sensitivity to
initial condtions, to feedbadk loops and indred effeds, to historicity and long-range
correlations, to the amergence of system level properties and constraints and, maybe most
importantly, due to the on-line production d internal novelty (Kampis, 1994 for more detail s
seeC).

In D we @nclude that conducting experiments it is possble to identify causal fadors.
Ecosystems are open systems with an urstable, instationary setting and with infinite factors
interrelated in changeable ways. These fadors may enhance, reduce or neutrali se the dfect of
an experimentally determined fador. Experimental model systems thus neal to be evaluated:
How does the generali sed model system relate to a ancrete system with a wncrete history in
a ncrete location?

Modd systems and the phenomena observed through the agency of these systems are aeded
by scientific observers (Latour, 1994, Rheinberger, 1995; see dso below on reference),
conforming to the verum fadum principle of modern science which states that truth and
understanding can ony be attributed to systems constructed by man (Hosle, 1990. Model
systems correspondto ore of the states of nature Bacon dstinguishes, the state of slavery or
techné (Merchant, 1987 p. 18): due to the craftsmanship of the experimenter nature is
subjugated and cortrolled by way of artificial, “technica”setups’.

3.4. Dynamical simulation models

Theories of the complex such as systems theory and the advent of computers made it passble
to simultaneously hande amuch larger number of parameters than in experimental model
systems, presumably in a controllable and tradable way. A parameter is here concelved as an
objedivered entity or factor, which influences a given material phenomenon causing
concrete dfeds (Franz, 1997.

Dynamicd systems have since become the paradigm for the representation d emsystems
(Lange, 1999. "A dynamicd system is one whose state changes with time (t)" (Arrowsmith
and Place 1994. Dynamicd systems are mnceptually closed systems in that they consist of a
set of a priori fixed and spedficdly related variables, which define an abstract state (Kampis,
19949); the state of the system is updated with the help of the external parameter time.
Acoordingly, the “behaviour” of an emlogicd system can be computed and, assuming certain
values or developments for externa driving fadors, scenarios and future states can be
simulated. Dynamical simulation models of complex ewlogical systems and so-cdled
integrated models of e.g., econamic-ecological systems (Costanza € al., 1993 are used bah
in reseach and science for palicy.

® Natura naturans, the oppasing (Aristotelian) state, comes closer to our notion of natural emlogical systems,
which change their setting in a self-modifying way.
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Simulation: From simulating diseases to the simulation o systems

The nation d simulation hes an agitated history. Originally referring to the simulation d an
illness it nowadays refers to the representation o physicd, biological, emlogica etc.
processes through mathematicd or physical models, alowing for a realistic though simpler,
cheaper or less dangerous investigation than the studied olbect itself (Brockhaus-
Enzyklopéadie, 1983. The medium computer and computer simulations offer the alvantage of
reducing contad to the original/reference and of proteding the human observer from
excessve ontad with reality. However, in D it is illustrated that smulation may reduce
contad to reality to such a degreethat its sgns gart forming a dosed self-referential system
(Baudrill ard, 1983.

Based onthe nation d self-modifying systems in C we aiticise this essentiali st notion, which
bans contingency from the model foll owing alaboratory conception d closure. Yet it fails, of
course, in banning contingency from the represented system, which in the @urse of time
tends to diverge more and more from the static representation d the model. Thus the model is
exposed to the danger of losing contact to the original and the predictive capadty of models
becomes limited (C).

3.5. Closure and stability

Stability is a prerequisite for the succesdul representation, prediction, management and
intervention into systems. Stability is a mmplex (metaphaicd) concept, encompassng and
interrelating so dvers aspeds as material stability or the stability of the object under study,
laboratory stability achieved through puification, conceptual stabili ty, tedhnical stabili sation
when the objeds of the laboratory are reproduced ouside the laboratory, and red world o
pragmatic/socia stabili ty through the establishment of an techndogy and a network of adors.
In the following | try to shed a light on the different facets of stability that recur in the
different parts of thisthesis.

Stabl e settings

The stability of a system may be equated with the stabili ty of its gructure (see the definitions
of ‘'model” above) or, more genera, of the setting. "What a system does depends on the
setting, and the kinds of settings necessary for it to produce systematic and predictable results
are very exceptional" (Cartwright, 1999 p. 73. Stability is rarely found, wually it has to be
creaded some way. Material and conceptual purification in experiment and theory is an
established scheme for stabili sation (B), avoiding contad with messy red-world systems.
Acoordingly, "physicd systems ... are highly abstracted and ideali sed replicas of phenomena,
being charaderizations of how the phenomena would have behaved had idedised condtions
been met" (Weinert, 1995. When scientists build model systems they pursue this rationae,
building nomological macdiines (Cartwright, 1999; see D), i.e. stable settings which are
shielded from the (messy) environment and in which dfferent comporents with specific
cgoacities are interrelated in a known way (see the hint at the machine metaphar and at the
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verum factum principle &owe). Stabilisation and shielding aims at the material and
conceptua closure and control of the system, as we ague in B. Closure, however, is relative
to the domain of phenomena of interest, to the respedive theory (Radder, 1986 and to the list
of parameters/factors slected as relevant for the representation d the phenomena. Hence
differences, seledions and decisions come into play again.

In C we ague that this laboratory conception d closure and control may be regarded as a
“model” (in the sense of a standard to be imitated) for dynamical modelling in that dynamica
systems aim at the exclusion d contingency or ‘noise” and at a high degree of closure.
Moreover, they make use of descriptions, parameter values, laws etc. oltained urder lab
condtions. Yet, when applying dynamicd models to norlaboratory condtions, the setting is
beyond control, the shield has to be removed and the system opened, so that contingency
enters and the laboratory aacourt may not obtain.

Extending closure

There is more to stabili ty than just the material and conceptual closure of an experimental set-
up. While stability depends on how the world is, it also depends on skill s, instruments,
theories and the mutually reinforcing judgements of other scientists abou al three (Goodng
et al., 1989 p. 194. Thereis aprocessof self-vindicaion; "as a laboratory science matures, it
develops a body of types of theory and types of apparatus and types of analysis that are
mutually adjusted to each ather”, (Hading, 1992 p. 30); they become a"closed system"*°. It
would be interesting to investigate the role of simulation models in this sf-vindicaing
network.

To function ouside the laboratory, theory and world have to be tailored to each aher
(Hadking, 1992, the laboratory condtions have to be extended: "Every time afact is verified
and a madine runs, it means that the lab .. condtions have been extended in some way"
(Latour, 1994 p. 25Q0. This extension is nat restricted to the technicd, it requires the
stabili sation d alarger network of adors; e.g., "negotiation between Pasteur and the farmers’
representatives’ was necessary "to transform the farm into a laboratory” (Latour, 1994, p.
249 my emphasis). For succesdul stabili sation and closure the social setting reeds to be
stabili sed (Radder, 1986, else the predictions fail pitifully and the system is gnt back to the
laboratory (Latour, 1994. Utili sation techndogies such as forestry (Hauhs, 1999,Hauhs and
Lange, 2000b,Hauhs et al., submitted) or agriculture stand for the successul extension d the
network, which e.g., stabili ses the natural setting through regular reset and the socio-technicd
setting through the training of future users by an establi shed educational system.

Apparently, bah on the objed and subjed side a number of condtions is necessary for
succesdul stabilisation, closure, and prediction, which here in effed is a "retro-diction”
(Latour, 1994 p. 249, as the setting is to be stabilised ahead of prediction. In contrast to
many areas of technaoscience, the contribution o ecologicd models to extension, stabili sation
and retro-diction is frequently limited. The ladking reference of both experimental model

19 Heisenberg cal ed Newtonian mechanics "a dosed system" that is eseentially irrefutable (Hadking, 1992).
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systems (see above) and simulation models (D) to ecological systems and the impossibility of
employing these models as blueprints for the moulding and stabilising of ecosystems may be
one reason why for example foresters disregard science as a source of knowledge for the
improvement of their technological systems (Hauhs, 1999).

3.6. Reference and representation as creation

It might be claimed that contact and reference to reality are progressively lost aong a line
from mimesis via representation to simulation. While experimental model systems would
stand somewhere in between mimesis and representation*!, simulation models would belong
to the final stage of an also historica development, in which signs progressively lose an
assignable meaning and reference to the objects of reality (Baudrillard, 1982). However, for
any representation and any model, whether an experimental model system or a simulation
model it is easy to state that representations correspond to things, processes or relationships,
but it is notoriously difficult to justify (Gooding et al., 1989, p. 14). For in experimental
systems scientific objects are "...articulated from traces, or graphemes, within a space of
representation. Outside such a space, the particular piece of nature set up in the laboratory
remains without scientifically assignable meaning” (Rheinberger, 1995). The phenomena are
thoroughly constituted by the material setting of the laboratory (Latour, 1994); representation
thus is equivalent to bringing scientific objects into existence (Rheinberger, 1995). Not only
simulation models, but also experimental model systems suffer from lacking contact to the
outside world: "Nature as such, then, is not a reference point for the experiment, it is even a
danger ...the reference point of any experimentally controlled system can be nothing else but
another experimentally controlled system " (Rheinberger, 1995). Reference has to be created
ex post, by extending the laboratory conditions into the real world (see above, closure).
Simulation models neither bring their objects into existence nor are they suitable for the
transformation of the setting of the real world. The representation function of simulation
models should thus in my view not be overrated.

3.7. Modélling for policy
Simulation models frequently are employed outside the realm of academic, normal science,
e.g., in decision-making, risk assessment and regulatory issues. In F we discuss the framing
and encoding of ecosystems in the context of science for policy. We argue that conventional
frames such as the dynamical system follow an essentialist rationale entailing two major
shortcomings:. Firstly, they are incapable of handling internal novelty production which in the
course of time invalidates the closed frame of description (see C). Secondly, the implicit
assumption that the essence of the system can be captured contrasts with the descriptive
complexity of such eco- or integrated systems, for which competing non-equivalent
descriptions are derived from different exo- and endoperspectives and rationalities. Based on
a constructive notion of observation, we show that the different descriptions are relative to the

" Experiments which imitate nature by images or models have a long history. Wilson, for example, followed a
mimetic approach in his cloud experiments (Gooding et al., 1989).
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domain o phenomena of interest, the differences and selections applied to the system, to the
choice of variables etc. As uncertainty as to the behaviour of self-modifying systems
increases, descriptions become ever more dependent upon interests, values and rorms,
resulting in a plurdity of legitimate descriptions and in epistemic uncertainty. Scientific
knowledge daims need na no longer be justified oy within the cnfines of a small peer
community, but are subjed to public contestation.

Epistemic uncertainty asto “complex’, ill -defined problems can na be remedied by the puzzle
solving adivity of normal science while scientific inpus are irremediably soft, dedsions to
be taken are hard. For such issues a managerial, post-normal type of science has been
conceaved, which acoourts for the plurality of nonequivalent descriptions. According to this
concept, discourse anong stakeholders and deliberation are needed to identify phenomena
and parameters of interest, to formulate problems and to frame observation and analysis.
Science would have to abandonits privileged epistemic standpant, participate in dscourse
with stakeholders (extension d the peer community, democratisation) and become one
societal subsystem among others, contributing to the socia construction d observationa
frames and to the integration o different perspectives and knowvledge types.

3.8. Prediction or space of possibles?

To Aristotle, prediction was a fictional endeavour, i.e. the task of poets reporting what could
happen and what would be possible according to necessty or adequacy (Genddla, 2000.
Positivist science, in contrast, has prescribed the astention from rea-world events and their
prediction (Schenk, 1997. Notwithstanding, prediction haes been at the heart of scientific
utopia since Bawn laid the foundations of empiricd, pasitivist science In his Nova Atlantis,
Baoon writes: "And we do aso dedare natural divinations of diseases, plagues, swarms of
hurtful creatures, scarcity, tempest, earthquekes, great inundations, comets, temperature of the
yea, and dvers other things; and we give cursel thereupon,what the people shall do for the
prevention and remedy of them" (Bacon, 1626¢. While prediction has until recently played
littl e role in the eath sciences, in the last decades there has been a "rise of prediction in the
eath sciences' (Oreskes, 200) marked by scientific promises as to the predictabili ty of earth
systems and to the feasibility of integrated assessments and whole eath models (Jamieson,
2000 and the rise of prediction is marked by complementary societal demands and
expedations as to predictive models for improved planning and management™2.

2 A recent example for the expedations of the public are the massve fires in the U.S., resonating in media
articles like "Next, the fire forecast" (The Economist, 2000 and "Eine Sekunde Brandsimulation dauert eine
Minute" (Hujer, 2000), suggesting that the simulation of fire dynamics is posshble in principle, although it is
limited by computing cgpadty thus far. Once such models are developped, the planning of measures (such as
evaauation) would become much easier. Here, the wish is father to the thought. The public understanding of
simulation and prediction is aso shaped by more aiticd voices, e.g., by Lambel and Simiu (2000, who
denounce the unfortunate, treaderous role of weaher forecasts, when measures against a major oils ill i n the
French Atlantic were planned or by "Die Zeit” (2000 which points out that the only model that predicted the
desastrous floddngs in Mozambique was an extremely simple one, suggesting that "big science” is not
necessarily a solution for the limitations of predictabili ty.
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In C we claim that simulation models are unsuitable for predictive purposes. When models are
used in the context of science for policy (see above), the closest they can get to an
anticipatory role (Costanza and Ruth, 1998) is in the Aristotelian sense of staking out the
space of possibilities, i.e. the space of possible system development under a certain range of
conditions and assumptions. Accordingly, models do not serve for the (faithful) representation
of reality, but rather are heuristic and/or communicative tools, which refer to a space of
possibles.

One is tempted to ask how planning is possible when prediction isimpossible. | would argue
that the underlying notion of planning is tied to mechanistic and clockwork metaphors and to
the idea of an universal, privileged exo-perspective. In view of the failure of the mechanistic
notion and of the predictability of future developments, the local, variable, spatio-temporal
context gains importance; multiple endo-perspectives gain priority over a universa and
generalised exo-perspective (Nowotny, 1996).

3.9. Nitrogen overload as an example

The terrestrial nitrogen cycle, its anthropogenic modifications through industrial agriculture
and the models to represent and manage the nitrogen cycle serve asillustration in the different
parts. G investigates the fate of nitrate emissions from agriculture in more detail. We conclude
that while the retention capacity of landscapes and watersheds seems relatively high (around
70-80%) in the short run, in the long run, retention potentials might be depleted and memory
effects play arole. Thus the nitrogen overload problem is temporarily postponed, along with
its partial transfer to larger scales (e.g. the sea) and to the atmosphere (nitrous oxide
production in the course of denitrification).

One typical effort to gain control over the problem is the development and application of
simulation models of the nitrogen cycle (Addiscott, 1996, de Willigen, 1991, de Willigen and
Neetson, 1985, Frissel and van Veen, 1981, Richter and Benbi, 1996, Vereecken et a., 1991;
Engel, 1993, van Veen, 1994). Notoriously, they fail to predict important processes in a
satisfactory way; e.g., an experienced farmer estimates nitrate loss with the same
(un-)precision as the models (Kohl and Werner, 1988). The fundamental reasons for the
lacking predictive capacity have been outlined in C and D. Notwithstanding, calls for
improved simulation models persist (WBGU, 1999). Other efforts such as budget approaches
differ in that they are based on potentials or capacities (see B) and are risk-oriented. Y et they
also fail to address the post-normal nature of the issue, which eludes puzzle solving and
disciplinary approaches, as the following points may outline: Nitrogen overload is both alocal
(as most sources are small scale) and global issue; the sectoral cycle of agriculture is part of a
larger regional cycle; while nitrate leaching ultimately takes place on the field, the underlying
reason frequently is animal production detached from the land etc. The field and the farm are
but minor components of industrial agriculture, which could be considered as a "large
technological system" (Hughes, 1987), involving a historically grown, entangled network of
different objects (such as the farm), actors and rationalities. Industrial agriculture may no



A. Introduction, Overview and Outlook 20

longer be amere object, shaped intentionally by man, but aquasi-objed (Latour, 1999, i.e. an
objea which enforcesitslogic and temporal reign on human subjeds (Nowotny, 19%).

3.10. Science as an ecosystem?
The oonwventional image of science draws from a positivist tradition, as | have clamed in
various ®dions above. Accordingly, scientific observers (for al relativity may have taught)
are severed from the observed systems and, awing to their pealiar form of reasoning and
methoddogy, posss a privileged epistemic perspedive, i.e. a global exo-perspedive. Thus
science produces and accumul ates abstrad, true, oljedive and unversal knowledge.
This type of knowledge production ("Modus 1"; (Nowotny, 199%) takes place in peauliar
institutions, which are organised according to dscipline and social-cognitive hierarchy, which
strive to guard their autonamy and to erect barriers of entry, in that they crede afield which is
"simultaneously open and pulblic[...] aswell as closed and seledive. This puldic official space
[..] is a the same time increasingly more strictly reserved to those who have met the
requirements for admittance” (Bourdieu, 199). Science halds amonopdy on certain kinds of
knowledge and "it has to maintain its clams by guarding its institutional boundhries, ... its
autonamy in the production o knowledge " (Nowotny, 1993 p. 64.
This image of science has come under siege. After the jolts of relativity several decades ago
the discovery of complexity (Emmedie, 1997, Hedrich, 1994), associated to chaos, nan-
lineaity, self-organisation (Krohn et al., 1990, self-modification (Kampis, 199]) and
endoperspectives (Atmanspacher, 1999, pu into question the predictability and
controllability of nature and the rrespondng capabiliti es of science In any case from
abstrad knowledge little would oltain for the concrete cae (Cartwright, 1983), so that
scienceruns therisk of runnng into an "objedivity trap" (Nowotny, 193), i.e. the production
of universal knowledge which is ineffedual and fruitlessin concrete, red-world contexts. As
to the social and societal condtions of knowledge production, science research demonstrated
the antingency of scientific knowledge (Shapin, 1982 and while the demand for scientific
expertise is dill growing, scientific expertise is increasingly contested by the pulbic
(Nowotny, 19991, particularly where risks are aldressed (Heldenescher, 1999,Renn, 1998,
Stern and Fineberg, 199@). As Rheinberger, diredor at the MPI for the history of science
summarises. The dream of the enlightenment of a unified image of a general science, which
allows us to manipulate and control a unified and genera nature seems to have finished.
Instead of a privileged epistemic standpant we have to accommodate in a world that is
complex and dsorderly (Rheinberger, 1996.

New modes of knowledge production, garticularly in the environmental sciences and in the
field of risk asessnent’®, may be emerging: transdiciplinary, context-dependent knowledge

13 Take the Third SETAC World Congress (Brighton, U.K.; May 2000 on environmental and aquatic
toxicology as an example. Sedions ranged from “hard” topics as environmental toxicology and chemistry to
risk assessment and management and " Science and pdicy needed to achieve sustainable eosystems'. A large
part of the participants did not come from acalemia, but from industry, regulatory entities, NGOs etc.
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production, which transcends disciplinary and institutional boundaries ("Modus 2"; Nowotny
(1999%), managerial science (Nowotny, 1993 or post-normal science (Funtowicz and Ravetz,
1993). In these images, knowledge production is recognised as indexicd, i.e. as tied to
certain agents operating at a certain place and time (Knorr-Cetina, 1991) and it becomes tied
to spedfic contexts; scientific knowledge is (re-)configured for certain contexts and concrete
problems and it is nat tested in the astrad but under concrete and locd circumstances. If
scienceis to avoid becoming stuck in the objedivity trap, it has to develop greder context-
sensitivity (Nowotny, 1993.

As future developments are not predictable let alone @ntrollable, the locd, variable, spatio-
temporal context gains relevance multiple endo-perspedives acquire priority over a universa
and generalised exo-perspective (Nowotny, 199%). Sensitivity for context, locd- and endo-
perspedives and the testing of scientific knowledge in the cncrete hint at the opening of the
scientific system; e.g., the @ncept of post-normal science suggests an extension d the pee
community, particularly to improve quality control as related to concrete problem contexts.
Knowledge organisation and integration according to such an image @uld benefit from the
structural and transdisciplinary encoding capaciti es of the “sciences of complexity” (Nowotny,
199%, p. 109114), offering maximal structure with minima acaimulation. A nonlinear
agenda for knowledge integration would envisage science rather as an ecosystem than as a
linea production line (Nowotny, 19%9a, p. 113.

4. Conclusionsand Outlook: A rolefor modelsin emlogy

4.1.Mode systems as ‘models” of ealogical research?
Model systems in emlogy tend to follow the “'model” of experimental condwct and its
underlying paradigms and assumptions which were established in areas like physics,
chemistry or microbiology (e.g., “closure” B). The successof this ‘'model” for the condLct of
experiments is likely to be linked to the technicd knowledge implicit in the experimental set-
up (Hoyningen-Huene, 1989 and to the extension (encompassng the “extendability”) of
semi-laboratory condtions into the nonrmanipulated, red world (D). In eclogy, howvever, the
contribution o experimental model systems as well as of simulation models to the aguisition
of such effedive knowledge ("Bewirkungswissen"), allowing for the dosure and stabili sation
of the setting of natural systems may in many cases be limited. Along with oljed properties
(such as endogenous instationarity, self-modification a “emergence of system level
properties), technicd and social obstades (e.g., lacking the possbili ty of technical realisation
outside the laboratory; fail ure to establi sh an extended network transcending the boundries of
the laboratory as e.g. in biotechndogy) make it difficult to establish closure and control (see
B) in ecosystems. Notwithstanding, the socio-technical systems of agriculture and forestry
have accumulated a remarkable anount of effedive knowledge, though the wntribution o
science to this knowledge might be minor (Hauhs, 1999. Accordingly, it has been propcsed
to tap the (endo-)knowledge of the practitioners and to strive for a computer-based integration
of scientific and olject knowledge (Hauhs et al., submitted).
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4.2. Abstract states, identity and endoper spectives

The ideaof an ecosystem identity, that could be determined from an exo-perspedive seems to
be & the heart of the essentiadist notion d an abstrad state and also of softer, metaphorica
concepts such as integrity (Westra and Lemons, 1995 and ecosystem health (Rappart, 1995,
Rappat et al., 1993. Anaogies between cognitive systems and ecosystems resonate here, in
particular the issues of personal identity and integrity**. For example, personal identity is
fairly unproblematic from an endagperspective, while any identity definition from an exo-
perspedive is highly debatable (Nagel, 1991). Correspondngly, the fierce debates on reture
conservation, on oppeng images of nature a&a symbol, ecosystem or resource or on the
“protedion” of either processes or structures (for areview and dscusson d these debates e
Dopper, in pres§ might be drcumvented by adopting an endgperspective with respect to the
systems to be protected or managed. Ecosystem practitioners, interading with corpored
systems might acquire such endoperspedives as they share the history of a wncrete system in
a oncrete place (seethe suggestion d nature cnservation as util zation techindgy (Hauhs and
Lange, 199@). Thus debates on identity, integrity and the essence of emlogicd systems may
be rendered acalemic and d littl e practicd avall .

| redkon that in several areas ecology might draw benefits from the debates in the phil osophy
of the mind and related fields, as they seam to be stricken by analogous problems (e.g., the
ontline dharader of biologicd and cognitive systems or the generation d information and
meaning). Opposing a merely naturalistic programme (Keil and Schnédelbadh, 20®) and the
dominance of computational metaphas (Emmeche, 1999, | would, hovever, consider that
nonnaturalist, culturalist (Janich, 199, Janich, 1998, hermeneutic goproaches (Gadamer,
1975 and aternative metaphas (West and Travis, 1997 could also be fruitful, particularly in
the context of sustainabili ty issues.

4.3. Simulation models: Representation, knowledge organisation and conventional
metaphors

Even though computer models may have heuristic and prospective value, the established
understanding-prediction dfference may be too restricted to oltain an adequate image of
simulation models. At present, the role of computers and simulation models as instruments of
knowledge organisation and communicaion s likely underrated. Computers and (simulation)
models may be useful for the synthesis, storage and integration d scientific knowledge, for
the integration o universal scientific and local objea knowledge and for the teaching of
“complexity” (Dorner, 1996. The processof modeling may be fruitful for the clarificaion o
disciplinary knowledge and the negotiation o corflicting disciplinary paradigms and
knowledge daims and for consensus building and the remnciliation o nornrequivalent
perspedives in sciencefor palicy (Costanza and Ruth, 199§. Emerging paradigms such as the

4 Note for example the resemblance between the stoicd distinction of permanent attributes and states from
ephemeral traits of a person (Rescher and Urquhart, 1994 and the separation of contingent ephemeral traits of
emsystems from the dstrad state.
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paradigm of interadivity (Hauhs and Lange, 20(a) may assgn computers a new role in the
organisation d knowledge and its distribution among scientists and praditi oners.

The understanding of new media & their onset is often shaped by accustomed, establi shed
metaphas. Take the example of the internet which frequently is regarded as a big book
(Lachmayer et a., 200Q or the cmputer which is regarded as a big cdculator (Hauhs and
Lange, 200@). Conventional book and computer metaphars may stifle the understanding of
new media and their utili sation. The emerging analytical instruments and formalisms of the
sciences of complexity, simulations and computers themselves have produced an array of
signs and sign systems, which still may lack reference and meaning. Utili sation, reading and
interpretation frames for these signs may have to be forged and external references may have
to be aeated, endowing them with pradicd and pragmatic ‘'meaning’. Anaogicd cases may
be the Mandelbrot-Fradals, which were devoid of an external reference upontheir creaion
(Genddla, 2000 and the medium book, which in early modern times gruggled to replace
medieval reading habits and frames (Lachmayer et al., 200Q. Thus it may be presumed that
the (still underdetermined) pragmatic or praxeologicad meaning of formalisms of complexity,
simulations and computers will be determined by future gplications and usage.

Caution, havever, seems warranted, particularly as computers and simulations contribute to
the "pictorial turn" (Mitchell, 1997, Mitchell, 1997b,Sandbdhe, 1999, e.g., by visualising
scientific findings and conjectures. Visuali sation tends to conced as much as it displays sow
(Nowotny and Weiss 2000 and Jsualisation fosters affirmative, noncritical and non
reflexive tendencies (Lachmayer et al., 200Q.

4.4. The contact of modelsto reality

Whether human olservers ever really get into contad with the world or whether they operate
only with their models has been subjed to much debate between redists and constructivists. |
reckon that the modelling procedure @ "science in action” (Latour, 1999 is indeel largely
constructivist, as it is the outcome of contingent differences, selections and choices.
Moreover, | argued that models in exlogy are dosed systems with limited reference to a
concrete, corpored redity. Even though the model system as a theoretical construct may have
no red cournterpart in neture, | agree with athers that theoreticd entities may be red (for the
oppaition d entity redism an theory realism see Cartwright (199) and Hading (1994 and
can be handed and interaded with in red-world systems.

Thereis abasic oppasition d abstract-concrete, ideal-material, closed-open, analogous-digital
or, as Genddla (2000 pus it, the oppaition d mediality versus iconicity, density,
individuality, irregularity (i.e. the windows instead o the dirt on them). Scientific models
usually strive for mediality in that they try to cleanse their findings from contexts and
indexicdity. Scientific models (i.e. bah simulation models and experimental model systems)
replace crpored presence and aduality by some sort of virtuality or simulation'>, for which

15 The discovery of the central perspedive stood at the aadle of modern science, giving rise to a suppasedly
priviledged “exo-perspedive” and fostering objedificaion (Nowotny and Rheinberger, 2000. Yet the model
procedure the central perspedive invoked can be aonsidered as a basic model of simulation (Gendalla, 2000.
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reference usually has to be established ex post, extending the condtions of the smulated
world into the crporeal one (D).

4.5. Scientific modelsfor sustainability?

In sustainabili ty issues, when the concrete interadion with concrete systems is on the agenda,
abstract scientific models have shortcomings. Firstly, as “simulations they prescribe no mode
for the actua interaction with concrete, corpored systems. While in principle they may serve
as blueprints for the modification d a @ncrete system, they do nd teadch the procedures
necessry to pu them into pradice Secondy, scientific models do nd aim at the seledion d
adion, as they operate on the mode of observation. Thirdly, science targets pre-configurated
solutions (see Knorr-Cetina (1991 on the opportunistic logic of science), instead o
potentially insolvable problems, let alone problems of the “Lebenswelt” (Kriiger, 1987). Yet
sustainability issues usually are not solvable, i.e. they ask for management instead o
solutions. Thus ientific knowledge may have to be reconfigurated in concrete mntexts and
validated for concrete, corporeal systems bringing to the fore local and endo-perspectives
(Nowotny, 1996,Rheinberger, 1996.

Context-relativity and endo-perspedives, bu aso the nations of the precautionary principle,
post-normal science and the views forwarded in recent risk research chall enge the establi shed
authority of science. Science may no longer be "immune from society” and an "institutional
split” might occur within the sciences, between a pulic padicy or manageria branch and an
acalemic branch (Nowotny, 1993. In an aternative scenario, havever, mgor institutional or
mental change may not be imminent; the science system as an adaptable evolutionary system
in a functionaly differentiated society (Luhmann, 1994 would gently and swiftly
acommodate external disturbance (e.g., owing to changing societal demands) and internal
novelty production (e.g., owing to cals for inter- and transdisciplinarity) - just as an
eaosystem usually would.
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B. Limitations of controlled experimental systems
as models for natural systems

Abstract

Experimental systems in which phenomena are studied under controlled conditions allow
scientiststo infer causal relationships from observable effects. Investigating ecosystems,
however, scientists face complex systems. The conventional approach isto divide the system
into conceptual units and to prepare experimental systems accordingly. Experimental systems
are employed as models for ecosystems: scientists assume an analogy between experimental
system and ecosystem, encode the experimental system into aformal system by measuring
variables and decode statements from the formal system to the ecosystem.

We distinguished three types of experimental systems, i.e. laboratory, container and field
setups, further divided into seven subtypes. Starting from the premises of experimental
systems, we comment on the possibilities and limitations of experimentally derived causal
relationships and on their significance for ecosystem understanding and prediction, illustrated
by examples from soil science and the environmental sciences.

Experimental setups have a characteristic duration, degree of structural integrity, internal
variability and boundaries, which relate to conceptua closure and experimental control:
Control tends to be maximum on short time scales, in homogeneous setups with analytical
boundaries and in systems with few parameters to be observed. Complexity isincreased at the
expense of control. The higher the degree of manipulation, however, the better is reproduce-
ability but the larger is the deviation from unique ecosystems with their infinite number of
factors. The material realization of closed systemsis preceded by a conceptual closure of the
system. Closureisrelative to the domain of phenomena of interest, the theory and the list of
variables selected by the scientist.

Successful decoding from experimental systems to ecosystems largely depends on the validity
of the chosen analogy. Laboratory systems are idealized systems which contain alimited
number of a priori defined variables and which are shielded from environmental influences.
In contrast, ecosystems are materially and conceptually open, instationary, historical systems,
in which system level properties can emerge and in which variables are produced internally.
We conclude that conducting experiments, causal factors can be identified, but that causal
knowledge derived from insufficiently closed systemsisinvalid. In ecosystems innumerous
factorsinteract which may enhance, reduce or neutralize the effect of an experimentally
determined factor. Thus experimental model systems need to be evaluated for concrete
ecosystems with a concrete history. Increasingly detailed studies of isolated phenomenain the
laboratory will probably not contribute much to ecosystem level understanding. Conducting
experiments, scientists should aim at the maximum degree of complexity they can actually
handle and they should justify the chosen analogy.
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1. Introduction

Ecosystem research refleds three cadegories of scientific ams (Hading, 1994 Toulmin,
1981): Firstly, the understanding and representation d easystems, secondy, the prediction o
their behavior and thirdly, the interventioninto ar the management of ecosystems.
Accordingly, the type of knowledge required oneaosystems ranges from explanatory over
phenomenadlogica to techndogicd knowledge.

Investigating easystems, scientists face complex systems in the sense that these systems can
naot be described by a single theory or discipline (Kornwads and Lucadou, 198) leading to
different non-equivalent, bu legitimate descriptions of the same system (Giampietro and
Pastore, 200Q. Moreover, ecosystems are open with regard to matter, energy and information,
they areinstationary on al scdes, i.e. temporaly variable (Lange, 1998 Lange, 1999 and
spatially heterogeneous. Ecosystems thus are difficult to trea experimentally and
theoreticdly, although they may be relatively easy to hande pradically, asin the cae of
agricultural or forestry systems (Hauhs and Lange, 19969.

Experiments grve to reconstruct partial aspeds of the e@system andto infer if-then
statements or causal relationships, in which the if-part describes what has been prepared by
the scientist and the then-part the ensuing course of events (Janich, 1992 p. 234. The
experimental setups, which are prepared to exclude undesirable fadors, differ from
experiment to experiment with resped to their materia redization and particularly to the
degreeof idedization.

Different types of experimental systems srve a models of ecosystem aspects, i.e. of certain
processes or structures. The term model refersto amaterial or ided (re-)production d an
objed by means of analogies redized by a cognitive subjed (i.e. an olserver) (Ehmke, 1997.
Analogies are simil arities anong different objeds concerning certain aspeds or properties.
They permit the inference of probable properties of object B from the properties of objed A
(Lother, 1997). Scientists assume that material (structural) or conceptual (functional)
analogies exist and can be used to infer ecosystem features from experiments. Thisisthe basis
for our understanding of experimental systems as models.

When scientific observers reconstruct ecosystem aspects conceptually and materially in
experimental model systems they firstly chase the domain of phenomenato be represented.
Sewondy, they need to select variables which are necessary to represent that domain from the
infinite list of variables of the material system (Ashby, 1976 p. 40Q. The system which they
obtain isthus alist of variables which abstrads from the material objed. Thirdly, they build
an experimental model, consisting of a cnceptual system part and a material realizationin an
experimental setup.

Seleding variables, the scientific observer establi shes arealing frame for the system. For
example, ecsystems may be ‘read” from a biogeochemical or a popuation ecology
perspedive, resulting in dfferent descriptions of the same system. Realding frames are
embedded into a network of theories (Hanson, 198) and preunderstanding (Gadamer, 1975)
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and in this sense are theory-laden. The reading frames of the experimenta setups are based on
certain premises concerning time, space, and closedness (control).

In this paper we will conceive experimental systems as models of ecosystems and will discuss
the nature of this modeling relation from a biogeochemical perspective. Taking threetypical
experimental setupsin the environmental sciences, i.e. laboratory experiments, contai ner/pot
experiments and fiel d-scal e experiments, further divided into seven subtypes, we will show
the conceptua and technical steps leading to the idealization and to the closure of these model
systems and we will discus their underlying premises as to time, space, and closure.
Confronting them with a notion of ecosystems that encompasses the concepts of emergence
and self-modification, the limitations of the models concerning transferability to the
ecosystem scale will be highlighted. Finally we will comment on the use of experimentsin the
environmental sciences.

2. Moddingreations

Figure B.1 illustrates the relation between a material system which is governed by its causal
structure and the formal system into which scientists (as observers) encode the material
system by measuring certain variables (Rosen, 1991). Variables are quantifiable entities,
which represent factors capable of causing concrete effects. Each measurement of a
determined variable highlights certain features of a system and assigns them quantitative
values, relegating all other features, both known and unknown, to the system background. In
the formal system, scientists infer sets of functions from the observed if-then rel ationships.

Decoding

M aterial/

Formal

Natural System

System

Causality
Inference

Encoding

Figure B.1. Modeling relation between a material system and the corresponding formal
system. The material systemis encoded by assigning quantitative values to certain variables.
The sequence of encoding - inference - decoding aims at the representation of causality in the
material system (adapted from Rosen, 1991).
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Commonly, the inference structure of the formal system is taken to represent the causal
structure of the material system. In the decoding step, statements on system behavior derived
from the formal system are transferred to the material system. This procedure entails a
number of conceptual problems, discussed in detail by Rosen (1991). A modeling relation is
established between the formal system and the material system. Similarly, modeling relations
between different material systems can be invoked, e.g. when a mesocosm experiment is
taken to represent an ecosystem (Boudou and Ribeyre, 1997), which are acompanied by
peculiar problems: e.g. the problem of spatial representativity in sampling in that a sample
taken at one specific location is supposed to stand for alarger spatia unit or for other
locations. For practical reasons, adult trees are sometimes substituted by juvenile treesin
experiments (Dieffenbach et al., 1997, George et a., 1999). In addition to the issue of spatial
representativity, the use of juvenile trees as material models for adult trees brings about the
problem of their different developmental stages.

Statements derived for the spatially explicit experimental system are frequently extrapol ated
to larger spatial unitsif the experimental system isregarded as characteristic for, e.g. acertain
landscape section. The experimental system serves as a material model for the larger explicit
geographical unit (material-material analogy) (Matzner and Tenhunen, 2000). In an extreme
case of analogical inference, the model system (e.g. a specific podsol soil) isencoded into a
formal system which is taken to represent an abstract or idealized system type (e.g. podsolsin
general; formal-formal analogy). When we infer statements on ecosystem behavior, we thus
usually apply athree step procedure (fig. B.2).
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Figure B.2. Experimental systems as models of ecosystems. A modeling relation (analogy)
between ecosystem and experimental systemisinvoked. The experimental systemis encoded
into a formal system, which is supposed to be valid for the ecosystem as well. Decoding is the
transfer of statements from the formal system to the ecosystem.
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The threesteps encompass(a) an analogy between two materia systems, i.e. an esystem
and an experimental system, (b) a materia-formal encoding step, in which the experimental
system is encoded and (¢) a deaoding step, linking the formal to the e@system. The observer
thereby assumes that the two material systems, i.e. the experimental system and the e@system
redize a @mmon formal system (Rosen, 1991 p. 62. When deading we gply the formal
relationship, e.g. processand system descriptions obtained under laboratory condtions, to the
e@system.

Scientists choose from amultitude of experimental setups establi shing material-material
modeling relations (analogies) which entail different assumptions and dfficulties ssme of
which we will highlight in the following. The underlying questions will be to what extent the
anaogies invoked by the different setups are justified and whether the encoding of the setupis
valid.

3. Experimental Setups

The material redization d experimental setupsisalaborioustask that requires ahigh level of
craftmanship (Hadking, 1992. Focussng onterrestrial easystems and the soil compartment
(but exemplary for the environmental sciencesin general), we distinguish three main types of
experimental setups, i.e. laboratory, container and field experiments, which we further
differentiate into seven subtypes:

1) laboratory setupsin which puified, fabricated and synthesized comporents like strains of
microorganisms, clay minerals from geologicd depasits or synthetic oxides (Kretzschmar et
al., 1997h Kretzschmar et al., 199a), puified or synthezised organic (Alewell, 1993
Kretzschmar et a., 199'D), and artificia solutions play the part of the respective natural com-
porents, but with idedi zed feaures (L ab - idealized components);

2) laboratory setups with “natural” comporents like microorganisms on their natural
substrate (KUsel and Drake, 1996, soil from the site in question (Zander et a., 1999 and
natural waters, but divested of their natural structural arrangement (L ab - natural
components);

3) container setups with structurally homogenized soil li ke in greenhowse @ntainers
(George @ al., 1999 or rhizotron experiments (Dieffenbach et al., 1997 in which plants grow
in hamogenized soil (Container - homogeneous);

4) container setups which use structurally intad soil, like in undsturbed soil cores and
columns used to study solute transport or chemical compasition (Hantschel et al., 1988 (Vogt
and Matschoret, 1997 and soil physical charaderistics (Container - undistur bed);

5) field experiments li ke tracer experiments to study solute movement (Zander et a., 1999,
addity-exclusion experiments (Matschorat and Falkengren-Grerup, 20®), liming of parts of
aforest stand (Kaupenjohann, 1989, or fertili zer experiments with replicaes on dots (Field -
plot scale);
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6) whale-ecosystem manipulations with resped to acidity (Moldan et al., 1998 Wright et
al., 1988, nitrogen, a drought (Wright and Rasmussen, 198B) (Field - whole ecosystem);

7) field observation withou dired manipulation (reducing the risk of unintentional side
eff ects), like in monitoring under condtions of "naturally" changing (Dill on and LaZerte,
1992 or differing boundxry condtions (Matzner and Tenhunen, 2000 Schulze and Ulrich,
1991), space-for-time substitution (Baumler et a., 1997 Crewset a., 1995, or use of spatial
variabili ty to evaluate laboratory-derived relationships (Rossand Barlett, 1995 (Field - not
manipulated). In space-for-time substitution spatially explicit systems are suppcsed to be
linked by a cmmmon developmental sequence, so that from sampling ecosystems at distinct
developmental stages and at diff erent locations, the future development of the systemsin the
sequence can beinferred (Zimmermannet a., 200Q. This stup combines the issue of spatial
representativity and the problem of the idedization d the course of development.

4. Experimental closureand control

"A well -designed experiment is constructed to allow usto infer the dharader of the cause
from the dharader of its more realily observable dfects’ (Cartwright, 1983 p. 83. Precon
ditions for the inference of causal relationships are the manipulation d the causeto "lookto
seeif the eff ects change in the gppropriate manner” (Cartwright, 199) and the dosure of the
experimental setup. Closed systems, however, are nat just found, b have to be aeded and
maintained (Radder, 198).

We distinguish conceptual closure which ams at conceptual closednessandwhichisa
theoretica concept from control or experimental closure which refersto the act of estab-

li shing and maintaining closednessin explicit, material settings. Both experimental control
and conceptual closure ae required to oltain closed experimenta systems and valid causal
relationships.

To control the influence of external fadors and fluxes from the outside to theinside and vice
versa, bounduries need to be establi shed and maintained. The issue of boundries will be
discussed below.

The way how closure is establi shed and maintained and the degreeof concomitant control
over internal variables and external factors varies widely among the setups described above.
They usually have acharaderistic duration, degreeof structural integrity and internal
variabili ty. Figures B.3 a-d demonstrate the relationship of these charaderistics with the
establi shment and maintenance of control.

4.1. Temporal scales
Laboratory setups, in general, are carried ou on short temporal scdes and consequently need
only be kept closed duing arelatively short time (Radder, 1989, while mntainer and field
experiments usually operate on longer time scales (fig. B.3a). To establi sh control at the
beginning of an experiment, the initial condti ons concerning the relevant variables neal to be
known. The accessabili ty of these variablesis high in laboratory setups, as these systems are
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constructed by the experimenter according to hisnotion d closure. The verum fadum
principle of modern science which attributes truth and urderstanding only to systems con-
structed by man (Hosle, 199) refleds this assumption.
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Figure B.3. Characteristic features of experimental setups with respect to time, space and
control. Numbers refer to the experimental setups: 1 lab - idealized components, 2 lab -
natural components, 3 container - homogeneous, 4 container - undisturbed, 5 field - plot
scale, 6 field - whole ecosystem, 7 field - not-mani pul ated.

Figure B.3a. Characteristic duration of experiments and control. The typical duration of
experiments is indicated by straight lines, prolonged in a few cases (dotted line). Control
tends to decrease in the course of each single experiment (indicated by the slope).

Figure B.3b. Relation between spatial heterogeneity and control of internal factors. The more
homogeneous the setup, the better can internal factors be controlled.

Figure B.3c. Relation between degree of manipulation and control of internal factors
(hexagons) and number of factors and complexity of interactions (circles). Complexity
increases at the expense of control.
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Figure B.3d. Relation between degree of manipulation and control of boundary fluxes. The
more manipulated a setup, the better can fluxes across boundaries be controlled by the
experimenter.

As compared to laboratory experiments, paentially more fadors comeinto play in container
andfield experiments, and their interrelation as well as gatial and temporal variability is
often only incompletely known. Along with the increasing number of fadors more effort has
to be spent to exert control.

In the @urse of an experiment, control tendsto deaease & the system may evolve, and new
variables and interadions among causal fadors may appear. Maintenance of control onthe
pragmatic side requires a high degree of craftmanship to exclude disturbances and to impede
unwanted system evolution: "Much of scientific practice can be understood as the open-
ended, credive and emboded work invalved in the practicd management of resistances,
closure can be seen [...] asasuccesdul outcome of this management process' (Pickering,
199Q p. 21§. For example, in experiments with soil cores, algal growth may take placeon
container wall s and tubes, and formerly steril e setups may become recolonized by micro-
organisms. Such system evolution also pacses conceptua problems discussed below.

4.2. Spatial structure and heter ogeneity
The environmental sciences have focused onthe issue of heterogeneity (Bottcher, 1997
Manderscheid and Matzner, 1995, because of the conceptual, epistemic and pradical
problemsit poses. In terrestrial ecosystems, virtually all parameters are linked to structure and
are spatially distributed; examples are hydraulic conductiviti es or temperature. Heterogeneity
makes sampling the most common pradicd problem: When the investigation aims at state-
ments for a spatialy explicit system alimited number of samples must suffice to represent the
whale system. The gpropriate number of samples can na be known in advance, however,
and orly estimated afterwards. Depending on the parameter and the spatial heterogeneity and
temporal variabili ty in the measurement period the number of samples necessary to fulfil
cetain predsion cemands would often excead the number of samples adually taken as was
estimated for soil solution sampling with suction cups (Manderscheid and Matzner, 1995 or
ammonium sorption isotherms (Smethurst et al., 1999.
The spatial structure of ecosystemsisthe result of an interadion o processes on dfferent
temporal and spatial scales (O'Neill et al., 1989 Risser and Box, 1987 Wiens, 1989, bu it is
often assumed to be temporally invariable and thus regarded as an internal bourdary cond-
tion. The spatial heterogeneity of ecsystems on al scdeslimits pradicd and epistemic
aacessto structure: Studying spatial structure interferes with the system (Oreskes, in press.
The spatial distribution o parameters can ony loosely be restricted by measurements (Lange,
1998 and structure is unknowable a any scdes of real interest (Beven, 1996.
To handle heterogeneity conceptually, scientists resort to continuum theory, "in which a
material with heterogeneous partsistreaed asif it were asingle homogeneous entity: the
continuum™ (Oreskes, in press. Thereby, new properties are obtained, like the permeabili ty of
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porous media, which permit scientists to describe heterogeneous material in atradable
manner. Thisway, however, fine-scade information onstructureis lost.

The degreeof spatial heterogeneity and the degree of control of structura parameters and
internal factors linked to them isinversely related (fig. B.3b). In laboratory experiments,
structure can be constructed, al owing for structural parameters which can be easily accessed
epistemicdly and controll ed (refleding the verum fadum principle). Y et, the homogenous
setting of laboratory experiments can nd be deaded easily to natural systems asin them,
heterogeneity plays a prominent role.

Internal variables can be controlled more efficiently the higher the degreeof manipulation o
the setupis (fig. B.3c). Y et the number of variables and the complexity of asetup wually are
reduced with increasing degree of manipulation. A high degreeof manipulation and the con-
comitant reduction o complexity often increase @ntrol and reproduceability. The number of
fadorsthat can thus be handed in controll ed experimental systemsis notoriously low, e.g. in
aposter sesson onterrestrial ecology only one out of 36 experimental systems investigated an
ensemble of more than three factors (including time & afador) (Caswell, 198§.

As the degree of manipulation increases and the number of factors dudied decreases, the
anaogy between the manipulated, reproducible experimental system and the complex, unque
eaosystem (Breckling, 199) becomes forced.

4.3. Boundaries
Control of boundxry fluxesisrelated to the degreeof manipulation (fig. B.3d). The more
manipulated a setup, the better can fluxes acossboundiries be controll ed by the experi-
menter.
Boundaries control fluxes between the system and its environment. According to hierarchy
theory, boundhries form where there is a significant gradient in concentrations of energy,
matter or information. At boundiries, changesin interaction rate and strength occur (Ahl and
Allen, 1996 p. 165 andinternal flows and cycles are more rapid and intensive than inter-
adions with the environment. Processrates are high within the system (termed hdon) and
dedine towards its boundiries (Ahl and Allen, 1996 Mller, 1992. Within this concept,
boundiries are organized by and thus belong to the system and have to be defined empiricadly
(sef-organization; (Pasladk, 1997 contrasting with the mnventional, analytical nation o
boundries which are imposed externally and a priori, insteal of being based onempiricd
criteria.
In whole emsystem manipulation, scientists try to make use of boundaries that are based on
gradients of energy, matter (Mller, 1998 or information (Hauhs and Lange, 1996. In water-
shed experiments, for example, gradients of potential energy delimit the system under study
so that boundaries nead na be impased artificially (externally) uponthe system, whil e they
till can be ntrolled considerably. Thistype of boundiries comes closest to the nation o
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boundxries forwarded by hierarchy theory and thus to the ideaof a "natural” bourdary, shaped
by the system and nd impaosed externally.

In many field experiments, this conceptual nation d boundries, however, does not solve the
issue of the spatial locaion and identification d boundxries. For pradica reasons, boundaries
may still have to be defined analyticdly to get the studied system closed. Moreover, asin
ewlogicd systems no parameter can be regarded as gatio-temporally constant, system
definition requires the dhoiceof in- and ouput boundaries not only in space but also intime
(Hauhs, 1992. The precise locaion d even the analyticdly defined boundriesis often
unknownvn and the assesgment of boundary condtions remains vague in the pradice of field
investigations (Hoffmann, 1997 as heterogeneity and variabili ty at the analyticd bourdaries
deaease @ntrol over the fluxes of matter, energy and information.

In laboratory experiments boundries can only be conceved anayticdly, are external to the
system and are (and can be) arbitrarily imposed uponthe system by the scientist. Boundary
establi shment is thus conceptually trivial and merely an issue of materia readli zation. When a
laboratory experiment is st up dexteroudly, control of boundries and boundry fluxesisvery
high.

Deaoding would pase nomajor problems in field studies in which boundries and scales
correspondto the bourdaries and scdes of the system for which statements are to be derived.
However, there is no criterion telli ng scientists a priori whether the scales of an experimental
system match the scades of an ecosystem. In the case of |aboratory experiments even more
severe conceptual problems arise in the decoding step, as laboratory experiments are
arbitrarily bounded in space andtime, withou regard for the scales on which relevant
processes operate in the e@system.

4.4. Hierarchical levels and upscaling
The reductionist assumption d "microdetermination” (Kleg 1989, i.e. the assumption that
the state of the whae (ecosystem) is determined by its comporents, all ows for the extrapo-
lation d their properties to the higher scde. Consider studies on denitrificaion as an example
for how the different setups addressisaues on dfferent scdes or hierarchical levels. In labo-
ratory setups, oxygen, ritrate and carbon control denitrificaion (Ferguson, 1994. These ae
primary or proximal fadors geering processes at the microphysicd or cellular level (lab -
artificial or natural componrents). Distal fadors operate on Hgher scales, constraining the
proximal fadors onthe lower level (Groffman et al., 1987. In undsturbed soil cores for
example, natural structure determines the spatial distribution o carbon, ocygen and ritrate so
that microsites with dfferent charaderistics come into being. Structure thus delimits the range
of patential fluxes or rates of denitrificaionthat can passbly occur. Asthe spatial and
temporal scdes of investigation increase further, ore hasto focus on dstal rather than
proximal fadors (Groffman et a., 1987 and, foll owing the reductionist upscding rationale,
one neads to accourt for more causal fadors and more complex interadions among them. In
field setups, microtopogaphy, rainfall (Ball et a., 1997 and seasonal patterns of C avail -
ability (Groffman et al., 1987 among others are distal fadors (field - plot scde). Inwhoe
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eqsystem experiments, e.g. in cacchments, hydrologic and pedologic processes vary with
topography and regulate the fadors controlli ng denitrificaion at the microscde level (Corre &
al., 1999. Experimental control of this network of fadors, fadors that may not be easily
aacesshle (e.g. dueto their spatial and temporal distribution), may become increasingly
difficult. When upscding from abstract processdescriptions obtained in the laboratory, where
there are only alimited number of fadors interading under idedized condtions, to the e©-
system scale, oreisfaced with urique aspeds of the cncrete system, such as microsites
(Groffman and Gold, 1998 and land wse history (Addy et al., 1999. Accordingly, whole e®-
system experiments have revealed a number of unexpeded insights one would na have
arrived at onthe basis of laboratory experiments, or even field experiments, alone (Emmett et
al., 1998 Schinder, 1998 Wright and Rasmussen, 1998.

5. Conceptual closure

The materia redization d experimentally closed systemsin the laboratory is preceded by a
conceptual closure of the system under study. Closure roughly implies that the inside of a
system is not influenced by the outside. However, this does nat imply the dosure to any con-
cavable influence, bu hasto be relativized in two ways (Radder, 1986, introducing rele-
vance citeriainto the description: Firstly, only such influences are cnsidered which are
relevant to the domain of interest. Seaondy, closure is only relative to the theory taken to be
valid for the description d a system. The theory spedfies the number of types of possble
influences uponthe system by the environment. When scientists close systems conceptually,
they thus have to choase the domain of phenomena of interest, atheory and a correspondng
list of variables. The theory encompasses the state of the at and the preunderstanding of a
system and it guides observation; at this sage experiment and olservation become “theory-
laden” and excluded fadtors become noise/badkground.For the system under study a set of
hypothesisis derived from the theory, forming a anceptual model of the system which hints
at the fadors of relevance. The aiteriaonwhich model and li st of variables are based are both
explicit andimplicit and are derived from different sources. In dff erent areas of science,

diff erent perspectives on retural systems prevail, giving rise to the cnstruction o different,
nortequivalent descriptions of the same system. For example, soil popuation kiologists
would describe asedion d the soil in dff erent terms as compared to geochemists (O Neill et
al., 1986 and rencewould compile adifferent list of variables. The formation d scientists
and the tradition o their areaof science provides them with bah explicit and implicit criteria
for the choice of relevant variables. When certain variables are chosen to be ignored, pradical
ressons may play arole aswell, as ©me variables are too dfficult or expensive to measure.
However, to achieve avalid system description and closure, all relevant fadors have to be
taken into acourt. The unwarranted exclusion o fadors may invalidate dosure and thus
observation easily (Cartwright, 1983. As conceptual closure predetermines both the results
andtheir interpretationit isa aucial stepin all experimental work.
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6. Decoding from model systemsto ecosystems

If the am of experimentsin laboratory andfield isto derive statements abou ecosystems and
their behavior, we have to ask how the experimental and conceptual closure of experimental
systems rel ate to the opennessof easystems and what consequences concerning prediction,
understanding and intervention arise from the discrepancy between closed experimental
systems and qoen ecosystems. Ecosystems diff er from experimental systemsin that ea-
systems are (a) thermodynamically open and subjed to a broad range of external influences,
in that they are (b) conceptually open, due to emergence of properties and production d new
variables (self-modification) andin that (c) timeis organized internally.

6.1. Thermodynamical openness
The behavior of edsystems usually is, for predictive and management purposes, conceived as
the relationship between external inpu and resultant output. Although bah bourdaries and
matter and energy fluxes acossbourdaries are difficult to assess externa inpu is taken as an
externa driving fador or bourdary condtion.
No data set, howvever, can completely represent the range of naturally occurring condtions
that ecosystem behavior can ony be assssed for the range cvered by the respedive data set
(Konikow and Bredehoeft, 199), which limits inference of ecosystem behavior. Moreover,
boundry condtions may change with time, e.g. due to atmospheric deposition a climate
change, and suppcsedly external boundary condtions are not independent from the eosystem
because of the increasing importance of feedbadk at larger scdes (Jarvis, 1995 Jarvisand
McNaughton, 1986 as the example of the Amazonian rainforest andits slf-organized
climate demonstrate (Salati and VVose, 1989.

6.2. Conceptual openness
In laboratory and field experiments isolated ecosystem comporents and their properties are
studied. The reductionist assumption d microdetermination (Klee 1984) implies that at the
system level there are no degrees of freedom (Hoyningen-Huene, 1999, because the state of
the whaoleis exclusively determined by its comporents. However, onthe (ea-)system level
properties and constraints may emerge which are unknawvable or only empiricadly assessble a
paosteriori (Hoyningen-Huene, 1991). Emergent properties may arise relative to a cetain
description (descriptive anergence), e.g. permeabili ty of porous mediais a property that does
naot exist on amicroscopic level but emerges from the interrelation d the component particles
onamaaoscopic level (Oreskes, in press. In hierarchically organized systems, in which
higher levels exert some cntrol over the behavior onlower levels, also constraints may
emerge. Hierarchical constraints frequently are related to self-organization and are invoked in
eaosystem theory (Joergensen et al., 1992 Miiller, 1996 Miller, 1997 and the eath sciences
(Werner, 1999 to explain whale-system behavior. Due to emergence, properties derived from
laboratory or field experiments may be subjed to unpedictable changes or constraints on the
easystem level. Fadors from lower hierarchical levels (such as determined in laboratory
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experiments) might even be irrelevant on the ecosystem level and the identification and
measurement of ecosystem level variables might be more useful.

In the anceptual closure of laboratory and field setups the type and number of variables are
spedfied apriori and remain fixed throughou the experiment. Ecosystems, in contrast, are
self-modifying systems (Kampis, 1991, which produce and destroy their own comporents
during their typical adivities. These systems constantly produceinternal novelty, new
variables and de novointeraction d comporents (Kampis, 1994, which can only be defined a
paosteriori. Ecosystem thus are anceptually open.

6.3. System time and history
Problems of structure and heterogeneity in space have been studied intensively in easystem
research bu the structure of time has received littl e gtention. Laboratory and field experi-
ments refer to a Newtonian ndion d universal time (Mittelstaedt, 1980, which is external to
the studied phenomena and is consequently regarded as a parameter (parameter time).
Acoordingly, the dstrad state of a system, in which essential feaures are suppasedly
cgptured, can be updated by atemporal transition functionin which timeis a parameter. Even
in this conceptual framework, nontlinearity and sensitivity to initial condtions may lead to
considerable deviation d computed and adual behavior (Cambel, 1993 Ott, 1993 Zimmer,
1999. Y et ecosystems are self-organized, herarchicd systemsin which subsystems
experience and organize timeinternally on dfferent scales (system time (Kampis, 1993
Kampis, 1994 Kimmerer, 1996. External parameter time fail s to cgpture the features of
internal system time, in which time is tied to the phenomenon.Moreover, parameter time
asaumes that history isirrelevant for the calculation d future states because it would arealy
be captured by theinitial condtions. The history of ecsystems however, canna be reduced
to an abstrad state and a set of initial values (Lange, 1999, (Ebeling et a., 199Q Hauhs and
Lange, 1999. Ecosystems display memory effeds and nan-trivial long-range correlations
(Ebeling et a., 1995 pp. 4850) which demonstrate that they are historicd systems.

All inal, experimental systems resemble trivial machines for which there is an operator
relating input to ouput. Experimental systems can be defined a priori and are predictable and
independent of their history (Foerster, 1998. Ecosystems, in contrast, shoud rather be viewed
as norttrivial machines, which are definable only a posteriori and in which the historicd
record of operations influences present operations.

7. Causal factorsand their relevance

In view of the limitations of experimental systems as models for ecosystems, the questionis
what we can learn from these models. Foll owing Nancy Cartwright, we do nd question that
causal fadors which have the dharaderistics of paotentials or capadtiesto bring abou certain
effectsad in nature andthat it is pasgble to identify experimentally these causal fadors
(Cartwright, 1983 Cartwright, 1994. To gain pragmatic relevance, these caisal factors need
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also to be acessblein practice because the factorsidentified in the experiment augment our
strategic knowledge only if there is a cdhanceto actually employ or interfere with them under
field condtions. Prediction d the adual behavior from the knowledge &ou the capadtiesis
not passhle, however, as other factors may enhance, reduce, neutrali ze or even overcom-
pensate the eff ect of that particular fador in the concrete natural system. Thisfad has been
pointed ou by laboratory scientists also ("It is essentia to kegy in mind that thermodynamics
tell uswhat is possble or impossblein energy terms and says nothing abou which reactions
will ocaur [..]" (Bartlett, 1999, p. 375.

Consider charge development of organic matter in aad forest soil s as an example. The theo-
reticd conceptionisthat exchangeable cdions are unspedficdly boundto single organic
functional groups that carry variable negative dharge depending onthe variable pH, and the
sum of which constitutes the cdion exchange cgacity (CEC). Results from laboratory
experiments with soil (lab - natural comporents), such as snown in Figure B.4a (datafrom
Matschoret and Vogt, 1997, suggest that pH-dependent protonation and deprotonation d the
functional groups has alarge cgacity to modify the CEC. Studies with muck, which was used
as amodel substanceto represent soil organic matter and whose wncentration d organicdly
complexed aluminum was manipulated in the laboratory (lab - idedized comporents),
indicae dso for the variable “organic duminum” alarge capadty to affed organic matter
CEC (Fig B.4b, ditafrom Hargrove and Thomas, 1982. However, Figure B.4c shows that for
unmanipuled samples taken from arange of soil sin the northeaestern U.S. (field - not
manipulated), already the variabili ty of the factor “organic carbon concentration” aone
acouned for abou 90% in CEC variation (Rossand Barlett, 1995. Thisleases nat much
residual variabili ty to be explained by other potential fadors influencing CEC, such as proto-
natior/deprotonation d organic functional groups and complexation d aluminium by organic
matter, howvever large their capadty seemed to be in laboratory studies.

So why isit that experimental ac®urts sometimes turn ou to be valid ouside the manipu-
lated experimental condtions, uncer field condtions? Natura systems can in some cases be
arranged to mimick the setting of the model system; to extend the laboratory condtions, the
guestionis "how to transform the farm into alaboratory?' (Latour, 1994,p. 249). Following
such arationale, e.g. in agriculture or forestry, a high degree of control of the variables of
interest can be adieved (which includes the possbili ty to handle the system asiif it wasa
trivial machine asto certain features). Y et the experimental account failsto work in ea-
systems in which such puposeful interferenceis nat possble or not desired.
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Figure B.4. Some factors affecting the cation exchange capacity (CEC) of organic matter. A:
Laboratory relationship of the CEC of organic matter-rich forest soil samples with experi-
mentally manipulated solution pH (data from Matschonat and Vogt, 1997); B: Laboratory
relationship of the CEC of muck samples with experimentally manipul ated concentration of
organically complexed Al (data from Hargrove and Thomas, 1982); C: A field study on
unmani pulated forest soil samples, making use of the spatial variablility of the variables (data
from Ross and Barlett, 1995). Variability on organic carbon concentration alone already
accounted for most of the variability in CEC. The pH range was 2.7-4.2 and organically

complexed Al was 0.1-2.6 mmol. g™ carbon in this study.
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8. Conclusions

We have regarded experimental setups as models for natural systemsinsofar asin an en-
coding step, a dosed system is built from which in a decoding step, statements on ecosystems
are derived. These models are duali stic in that they consist of atheoreticd part (formal
system) and amaterial part (material system), bah of which have to be dosed to alow for the
inference of causal relationships and the identificaion d causal fadors. A key issuein the
identificalion d causal fadorsiswhether the list of variablesis complete with resped to the
studied phenomena (Cartwright, 1983. Causal knowledge derived from insufficiently closed
systemsisinvalid, even for the experimental system itself. Asit isnot possbleto know in
advance whether al relevant factors have been accourted for, any conceptual closure hasto
be dhecked empirically.

As experimentally derived causal factors designate no more than capacities, bah pacsshiliti es
and limitations arise when they are transfered to eaosystems. Whil e good experimental
pradicehasto provide for closed systems with stable settings to all ow for causal inference, in
eaosystems the setting is not stable. The better the experimental system is prepared and
manipulated to control internal variables and external fadors and to maintain stabili ty, the
more it deviates from natural conditions, in which heterogeneity, variabili ty and instabili ty
prevail andin which many factors interact in ways that have been shaped by the individual
history of the system. Thus even if thelist of variablesis complete for an experimental
system, in the ecosystem additional fadors come into play which interfere with the factors of
the experimental acount. Therefore, the prediction d easystem behavior from experi-
mentally derived fadorsis sldom possble.

Whil e knowledge transferred from model systems does nat all ow for prediction, causal factors
and their cgpaaties can help to identify factors that enhance or impede the propensity for
cetain eventsto take place, e.g. in risk assesament. Risk fadors and enhancing/attenuating
fadors may then be observed or interfered with. Due to the uncertainty conveyed by the
cgpacity charader of causal factors, the precautionary principle shoud hdd for scientific
knowledge daims concerning ecosystems.

What foll ows from the aoncept of cgpadties for the mndwctance of experiments? The ex-
perimental setup shoud aim at the maximum degree of complexity that the experimenter can
acdually hande. This degreeof complexity is determined by the scientist’s knowledge and by
his or her technical means but in practice, is also limited by resources sich astime. In any
case, when starting from simple experimental systems an integration d more complexity
shoud be amed at, approaching ecosystem condtions gepwise. Long-term behavior may
only be revealed by long-term experiments, bu these ae wstly and the strategic knowledge
derived from them may come too late. Substituting space for timeis one way of obtaining
hints at long-term ecosystem behavior, although such results are to be interpreted cautiously
as they construct a space/time analogy from concrete, singular environmental settings. When
scientists claim their experimental system to be models of easystems, they shoud justify the
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chosen analogy. The more the experimental setup deviates from natural conditions (e.g. by
arbitrarily reduced the number of factors), the more it calls for justification.

Experimental model systems require evaluation asto their explanatory and predictive capacity
for natural settings. To decide how a generalized model system relates to a concrete setting,
i.e. aconcrete system with a concrete history in a concrete location, it needs to be tested with
and adapted to the specific system itself. The comparison of one model system (or the state-
ments derived from it) with other models systems or with mathematical simulation models
says nothing about their validity under non-manipulated, open system conditions. One must
even be ready to revise the linkages of factorsin conceptual models when these are applied to
concrete systems. It is obvious that one hundred percent explainability can not be obtained
and maybe, increasingly detailed studies of isolated phenomenain the laboratory will not
contribute much to our ecosystem level understanding.

Even though this capacity-based approach to ecosystems seems workable, we did not intend
to exclude alternative approaches or imply that the capacity-based approach is the most
adequate or efficient one. Other promising approaches might, anong others, be based on
complexity measures, local knowledge (Hauhs and Lange, 1996; Lange et al., 1997) and
phenomenological laws.
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C. Biogeochemical Modelsin the Environmental Sciences.
The Dynamical System Paradigm and the Role of Simulation Modeling

Abstract

Dynamica systems are the paradigm for the representation d complex systems. The fixed
encoding in a dosed set of equations, howvever, contrasts with the opennessof biogeochemica
systems. Parameter identification is a maor problem in hiogeochemicd systems and
cdibration o parameters converts models into “fitting machines’. Openness self-modification
and historicity of biogeochemical systems make nontrivial predictions of future outcomes
impassble. Notwithstanding, smulation models srve & instruments of synthesis and have
heuristic value to challenge eisting data and theories. The modeling process itself, as a
leaning and communication process can be a mode of coping with dfferent types of
complexity.
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1. Introduction

System metapha's pervade eology and the environmental sciences. System metaphors are
characterized by a set of basic dtributes, i.e. interading parts, organization, colledive
behavior and whae system functiondlity (Paton, 1993. Madiine and circuit are mncepts
asciated with system metaphars. The drcuit concept of em-systems acourts for fluxes of
matter and energy in arbitrarily defined e-systems (developed e.g. by Odum, 1983. The
maaine metapha (Haken, 1993 stands for the regular inpu-output behavior of determinate
madhines which follow clockwork mechanisms. Systems theory has transferred the system
metapha into a set of formal and theoreticd methods. Although systems theory originated in
information theory and cybernetics, its formal approaches clam universal and
interdisciplinary validity (Lilienfeld, 1978.

Environmental sciences regard their object of study as complex natura systems. Different
concepts of complexity can be discerned, first, descriptive complexity, second, ortologica
complexity, third, complex (nortlinea) dynamical systems and fourth, an emerging
“complexity paradigm” repladng the dasdc, simplifying paradigm (Emmeche, 1997. The
nation d ontologicd complexity is questioned by some researchers, which maintain that
complexity has to be mnceived as arelation between representation and a represented system
(Hauhs and Lange, 1996. Complexity thus is a function d the dhosen description, systems
which can nd be described by a single theory or discipline ae regarded as complex
(Kornwachs and Lucadou, 1984. Accordingly, the number of different, nonequivalent
descriptions of a certain system has been equated with the degreeof complexity of the system
(Casti, 19869.

Dynamicd systems have become the formal paradigm in the “discovery of complexity” aaoss
arange of disciplines: Dynamicd systems as universal paradigm propelled the diffusion o
complexity concepts in the empirical sciences and have become the leading paradigm for bath
conceptual and numerical models of complex phenomena. Encoding in a dynamicd system is
regarded as an adequate way of coping with the (descriptive) complexity of natural systems,
allowing for better system understanding and the simulation and prediction d system
"behavior”. Consequently, in the environmental sciences ecosystems are treated, modeled and
simulated as (if they were) dynamicd systems (see eg. (Bossl, 1997 ,Richter, 199).

Models play an oustanding role in the study, management and utili zation d complex natural
systems. Models can be differentiated according to the degree of process description, which
ranges from indicaors to empiricd, functional approadies and to mecdhanistic (stochastic to
deterministic), physicdly based models (Bork and Rohdenburg, 1987,Hoosbeek and Bryant,
1992. Accordingly, threetypes of models can be discerned (Bossel, 1992: First, behavior-
descriptive models, e.g. the growth-and-yield tables of forestry. These so-called empirical,
functional and predictive bladk bax models dominate “utili zation techndogy” in forestry,
agriculture and the management of water resources (Hauhs et al., 1998. Second, elementary-
structure models which elucidate determined basic processes. Due to the aggregate
description, the parameters of these models ladk empiricadly measurable counterparts and
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have to be fitted. The Lotka-Volterra equations are an example for this approach (Richter,
1985. Third, mechanistic “rea-structure” models which make use of supposedly “rea”
empiricd parameters. Simulation models in the environmental sciences are dementary- to
red-structure models, depending on model purpose (e.g. research models vs. management
models, Huwe and Ploeg van der, 1992.

In this paper we focus on mechanistic dynamical models, which smulate biogeochemical
processes in ecosystems on a variety of scaes. The field of biogeochemicd models
encompasses models for the behavior and cycling of water and elements, eatoxicological
models and global change models.

Biogeochemicad models as <ientific products may be regarded from the perspedive of
prediction a the perspedive of understanding, following a debate on the ams of science
(Toumin, 198). As predictive instruments they are used to simulate the behaviour of
complex systems and to compute scenarios of system behaviour under varying external
condtions. Examples are the dfed of different fertiliser regimes on nurient losss to the
aquatic system, the behaviour of newly created pesticides or the effect of climate change on
the terrestrial carbon cycle. On a societa level, models fulfil im portant roles as management
models, as dedsion suppat models and in risk assesgment studies on dfferent spatial and
temporal scdes. Dynamicd simulation modeling was inspired by and in turn nouished the
hope that the environmental sciences would open a way towards environmental engineeing
(see eg. Patten, 1991 and the title of the cnference procealings edited by Dubois (1987).
The goa was to enable an ecosystem enginee to manipulate natural systems according to
societal aims.

In the following, the paradigm of dynamicad systems will be daracterized, with particular
reference to the nations of state and time. We will show how the dynamica system paradigm
is adapted in the modeling procedure prevailing in the environmental sciences and we will
cast a light on a number of problems arising in the @urse of the modeling procedure. The
paradigm of self-modifying systemsis presented as an aternative to the essentialist dynamicad
system paradigm. Making reference to the two oppaing paradigms, fundamental limitations
of the dynamicd systems approad in the environmental sciences are discussed. Emphasis is
on ‘noise” and onthe internal production d variables, which can na be accounted for in
dynamical systems. In ou opinion dynamica models are not suited for the prediction d the
future behavior of natural systems. While dynamica models (as products) may play arole &
heuristic tods, the modeling process itself can be away of coping with descriptive and
communicaive mmplexity.

2. Thedynamical system asa paradigm

The increasing interest in middle-number systems along with the “discovery of complexity” in
mathematics, physics and the biologicd sciences (Hedrich, 1994 has found its formal
courterpart in the paradigm of complex dynamicd systems. Originally a mathematica
formalism, it has inspired research in the ampiricd sciences and has found widespreal
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adoption in ecology and the environmental sciences. "A dynamical system is one whose state
changes with time (t) "(Arrowsmith and Place, 1994, p. 1, first sentence). The generic system
diagram for any continuous dynamical systemisshowninFig. C.1.

| ||

State

Figure C.1. Generic system diagram for a continuous dynamical system: The general form of
the state equations describing the systemis. dz/ot = f (zu,t) and v = g (zu,t). z is the state
vector, u the vector of environmental inputs, v the vector of system outputs, t the (external
parameter) time, f the (vector) state function and g the (vector) output function (adapted from
(Bossel, 1997).

The notion of an abstract system state lies at the heart of dynamical systems. The abstract
state is the entirety of all states of a system at a given time. The states of a system are
represented by the state variables, which contain al the information relevant to the present of
a particular process. The possible states of the system are delimited by an abstract phase
space, which has a fixed number of degrees of freedom. The degrees of freedom are defined
by the state variables of the system. The system state moves along trgjectories in the phase
space. In an exo-perspective on the dynamical system, the system collapses to a closed system
(Kampis, 1994): The system and its boundaries are defined externally and anaytically,
closing the system towards its environment except for the vector of environmental input
(externa variables). The encoding in a dynamical system as a formal set is invariable (first
order system). This implies a syntactic conception of information, as pragmatic information
would not only change the state but al so the structure of the system (Kornwachs and Lucadou,
1984). Fitting into a concept of formal computation (as opposed to e.g. informal, biological
and physical concepts; Emmeche, 1994), the system is regarded as a processor of syntactic
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information, which processes incoming signals according to fixed rules, excluding "“noise’
from the dynamicd system.

The tempora dynamics of the system, i.e. the transition from state to state, comes abou as the
state variables are updated by a transition function. The transition function is a causal-
determinate function for a determinate system: If the state of a dynamicd system at a certain
time is known, the state for any other paint in time can be computed. Accordingly, the same
transition function can be gplied for every interval. Its effect is reversible & the dfect of
time can aways be 'undore’ by the gplicaion d the time evolution function. In this
exophysicd concept of time-invariance (Kampis, 1994, time is <dar, invariant, reversible
and unversa. The underlying notion d time is parameter time (Drieschner, 1999, derived
from absolute Newtonian time, which has the foll owing charaderistics (Mittelstaedt, 198Q p.
15): Both its topdogica structure (temporal sequence) and its metric structure (parameter
time) are equal. Time has no relationship to oljeds external to it, while any processrefers to
the same asolute, universal time (externa time).

At the outset of dynamicd system building the set for the encoding of the system is needed.
The material object under study is not the system, because every material objed contains an
unlimited number of variables and, therefore, of passble systems. The system is a list of
variables (Ashby, 1976 p. 4). The task of the modeler isto vary the list of variables urtil the
system becomes determinate: a determinate machine is one whaose behavior can be
encompassd in alist of variables that is logicdly and mathematically workable (Lili enfeld,
1978 p. 37. The basic question is which variables are necessry in order to expressa given
domain of phenomena (Kampis, 1992). Modeling is thus faced with a frame problem (Paton,
1996, i.e. the question hov reading frames or frames of description shoud look like
(Kampis, 1992).

Notwithstanding the frame problem, an esentialist nation unarlies the dynamical system
paradigm: It is assumed that the modeler can discern the essntial properties of the
represented system. Modelers pretendto isolate "...the esentia (behaviorally relevant) system
structure, i.e. the identification d esentia state variables, their feedbadks, and criticd
parameters’ (Bossel, 1992 p. 264. In this view the dynamicd system retains the esence of
the represented system, i.e. that which remains the "nature” of the system throughou its
change from potentiaity to actuality. Abstrad state and system structure stand for this
esence

3. Ecosystems as dynamical biogeochemical systems?

Ecosystems are mnstituted from two perspedives (O'Nelll et al., 1986 p. 813): Firstly, there
is the popuation-community approach, which views ecosystems as networks of interacting
popuations and in which the environment is regarded as context. Secondy, there is the
processfunctional approach which focuses on matter and energy fluxes, regarding ecosystems
(and compartments) as bio-physico-chemical reactors (see eg. "the soil as a reactor” by
Richter, 1989. Here the function is considered more important than the biotic entities
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performing it. The drcuit and the machine metapha have been formalized to ded with the
biogeochemicd perspective on emsystems.

Biogeochemica models, the focus of this paper, ded with arange of spatiotemporal scales. At
one etreme, inpus and ouputs of total landscape units (catchments, watersheds) are
measured and modeled. At the other extreme, processes uch as decompasition a the nitrogen
cycle are studied at the point scale. Models for (agro-)ecosystem management and
environmental risk assessment dea e.g. with the dynamics of organic matter (Powlson, 1996,
the loss of (exces9g nutrients such as nitrogen (e.g. de Willigen, 1991, & Willigen and
Nedson, 1985Engel, 1993,Fris=l and van Veen, 1981,Groat et a., 1991,van Veen, 1994
and phaphaous (e.g. Cassel et a., 1999, and with the dynamics of organic contaminants
such as pesticides (e.g. Calvet, 1995,Richter et al., 1996 Walker, 1995 and aher xenohiotics
(Behrendt, 1999.

Medhanistic biogeochemicd models are encoded as dynamicd systems, which are developed
in an iterative procedure consisting of the foll owing steps (adapted from Joergensen, 1991and
1995:

Definition d problem and boundng of the problem in time, space ad subsystems
Development of model structure

Sensitivity analysis

Cadlibration

“Validation” (conceptual validity)

Applicaionas <ientific or predictive tool

Validation o prognases (operational validation)

* & & & O o o

In the murse of model structure development, a cnceptual model and mathematica
formulations of the processes are developed. For the representation o ecosystems as
dynamical systems the problem of system identification, i.e. the identificaion o state
variables, system structure, and the caraderistics of the comporents and the problem of
parameter identificaion have to be aldressed (Richter, 1994. The system structure, which
conreds the dements of the system, isinvariable (first-order system). The number of degrees
of freedom (variables) is given by the respective system structure. System state and system
output of these determinate systems (Fig. C.2) isafunction d parameter time and of the:

initial values of the variables

parameters of the system

boundry condtions, i.e. the external variables or driving fadors

temporal transition function o the state variables as a function d parameters and
boundry condtions

* & & o

Charaderistic limitations of this modeling procedure ae investigated in the foll owing.
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Uncontrollable inputs
(external variables)

State variables
—| System [— and
system outputs

System
parameters

Controllable
inputs

Figure C.2. Characteristics of dynamical systems in the environmental sciences. The system
describes the transformation of inputs into outputs and system states under the influence of
external driving variables and system parameters (adapted from Berg and Kuhlmann, 1993,
p. 4-5 and Gnauck, 1995)

3.1. System structure and processes

Modelers face abasic problem: There ae neither theories that allow the cnstruction o
models from first principles nor theories that relate observations aaoss different scdes
(Hauhs et a., 199%). Process descriptions which have been oltained on dfferent but mostly
small scdes in field and laboratory studies, become the point of departure for model
construction: From the variety of processes descriptions, the modeler choases the “relevant”
processes to represent a determined damain of phenomena withou disposing of a priori
criteria of relevance nor a posteriori criteria to test the seledion. Thus modelers tend to base
their choice on what from their badkground of experience seems important, i.e. on prior
experience and intuition (Hornung, 199%), puting together what seems relevant to them.
Presumably there is an optimal level of model complexity (Wissl, 1989 p. 3, i.e. a paint
where the degree of model complexity - measured e.g. by the number of state variables-
matches data resolution and quality, leading to maxima knowledge gain abou the modeled
system (Joergensen, 1992 p. 87). However, whether such a point exists indeed and haw it is
to befoundin pradiceisfar from clear. In modeling pradice the ideaprevail s that accourting
for more processs leads to more redistic model structures and hence to more acarrate
models. Environmental systems are regarded as complex, thus "increased complexity in
models is interpreted as evidence of closer approximation to redity” (Oreskes, in press. The
tendency of putting together as many processes (with their respective parameters) as possble
has been termed "naive modeling” by Hauhs et al., (1996. It entail s the unrestricted increase
of degrees of freedom and frequently leads to nonidentifiability of model parameters and
overparameterization (see below).
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3.2. Parameters

In ewlogy, parameters are coefficients regarded as constant for a spedfic (eco-)system , p.
67), dthough in principle no measurable asped can be mnsidered constant over the observed
temporal scdes in ecosystems (Hauhs, 199) due to manyfold feed-badks. Although the
applicaion d parameters as constants is unrealistic, the dynamicd system approad calls for
determined parameter values. Many parameters depend uponinternal and externa variables
and are computed as parameter functions, considered constant for a spedfic system. For
example hydraulic conductivity depends upon water content in a suppasedly reproducible
way.

Spatial structure is afocal isale in the environmental sciences (De Boer, 1992, Jarvis, 1995,
O'Nelll et a., 1989,Rissr and Box, 1987 Wiens, 1989, as in emsystems processes in a
hierarchy of spatial scales interact shaping a spatialy heterogeneous medium (physicd
structure). The interaction d scade and structure is even more problematic than the non
lineaities of the processes. Due to the spatial heterogeneity of ecsystems on all scdes,
spatial structure is unknovable & any scales of red interest (Beven, 199§. In terrestrial
easystems, virtualy all parameters like the cnduwctance parameters or temperature ae
spatialy distributed. Typicd examples are hydraulic condctivities or temperature. For
modeling purposes a spatially distributed parameter function haes to be computed, which is an
arbitrarily distributed continucs-valued function. It is neither constrained by theory (e.g. first
principles), nar by a priori fixation and it is only loosely restricted by measurement due to
variability. The parameter function thus offers enough degrees of freedom to be fitted to any
data set, as demonstrated by Figure C.3.
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Figure C.3. Breakthrough curve for a Deuterium tracer experiment, together with two
different best fits to parameterize a model on soil water movement. The model visuali zes the
soil as a column containing mobile and imnohile fractions of water; 3 is the ratio of water
contents of the two fractions and v convedion velocity. The two degrees of freedom are
already too much for a unque solution (from Lange, 199B).
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Fitted parameters may alow for adequate reproduction d data from the past, though saying
little @ou the “correct” value of the parameter and leaving the issue of parameter
identifiability open (Hornung, 1996. Nor-identifiability of parameters is a magor short-
coming of environmental models.

3.3. Variables and degrees of freedom

In adynamicd system the variables are defined in advance, staking out the phase space of the
system. Ecosystems are (stochastic) systems with an infinite number of variables and hence
an infinite-dimensional phase space (Lange, 199B). To represent adomain of phenomena, the
‘relevant” variables have to be chosen for the dynamical system. However, there are only
subjedive aiteria of which set of variables is necessary, which set is sifficient and which
parts of a set are superfluous to represent a certain damain. Table C.1 describes the different
organic matter pods and their parameterization for a spedfic site used in three simulation
models of nitrogen dynamics. The dhoice of number, size, and kinetic ooefficients of the
organic podsis"obviously arbitrary” (Richter and Benbi, 1999.

Table. C.1. Characteristics of the different organic matter pools distinguished in three
simulation models for agricultural nitrogen dynamics. Parameterization is for a specific site
in Denmark (adapted from Vereecken et al., 1991).

Model Pod CIN ratio % of organic C Half lifetime
SWATNIT Litter 8 8-1 693 d
Manure 10 +-1 693 d
Humus 12 92-99 189y
DAISY BiomassPod 1 6 0.28 693 d
BiomassPod 2 10 0.04 495d
Soil Organic Pod 1 11 +/- 80 515y
Soil Organic Pod 2 11 +/- 20 10y
AMINO Humus 16 99.2 50y
Fraction 2 12 <0.5 77d
Fraction 3 58 <0.5 3y
Fraction 4 76 0.5 130d
Fraction 5 76 <0.5 37d
Fraction 6 24 <0.5 65d
Fraction 7 24 <0.5 590 d

3.4. Initialization
In the initiali zation step, the state variables of the system are dtributed initial values, making
the initial state of the system explicit. Due to ecsystem heterogeneity and measurement
problems the adual initial value of a variable can na be asssed. Thus initial values are
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approximated or chasen arbitrarily, assuming that the system has a short memory and is not
sensitive to initial condtions.

3.5. Boundary conditions and external driving variables

Ecosystems are open systems that do nd sustain a boundxry of their own. Thus ecosystems
and their boundxies are defined arbitrarily, i.e. any biotic-abiotic system of interadion can be
envisaged as an easystem. The choice of boundries and boumary condtions determines
external variables and internal system variables. However, in the pradice of field
investigation, the predse location d even the analyticdly defined boundriesis unknovn and
the assesament of boundary condtions remains vague (Hoff mann, 1997.

Ecosystem bourdaries are usually chosen in such away that physicd fadors, e.g. weather and
climate, beaome external variables of the system. The external driving variables are sssumed
to be independent of the respective ecosystem i.e. there is no feedbadk. They presumably
propel the emsystem which, encoded as a dynamicd system, reads to the external variables
in a determinate way.

Future weaher and climate @ndtions can nd be known a priori, therefore in pradice,
wedaher records from the past are used to compute short-term behaviour (Addiscott, 1993.
However, past weather records may be unrepresentative of the full range of natura driving
forces (Konikow and Bredehoeft, 1992. Particularly when driving forces themselves are
subjed to major changes (e.g. globa climate change) the “information content” of weather
recordsisinvalidated.

3.6. Calibration
Cdlibrationis the atempt to find the best acmrdance between computed and olserved data by
the variation d some selected parameters (Joergensen, 1992 p. 8). However, due to the non
identifiability of parameters and to overparameterization, cdibration is a “fitting exercise’.
Therefor it is an open question whether it asaures predictive capacity and whether it
contributes to uncerstanding (see below).

4. Selforganization and self-modifying systems

Dynamicd systems theory has inspired the paradigmatic shift from external organization to
self-organization in the ampiricad sciences (Kratky and Wallner, 1990Q. In emlogy and
eaosystem theory the paradigm of self-organizationis gaining influence (e.g. Kauffman, 1993
Muller, 1997. Self-organization can be envisaged as an irreversible process lealing to
complex structures of the system through the woperative adion d subsystems. Several
concepts of self-organization have emerged, e.g. cybernetics, autopadesis (Maturana and
Varela, 198Q molecular self-organization (Eigen and Schuster, 197) and synergetics (Haken,
1990. In most of these cmncepts wlf-organization is viewed as a cyclic, reaursive process
from an exo-perspedive. For example an autopdetic machine is defined as "a machine
organized as a network of processes of production d comporents that produces the
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comporents which realize the network of processes that produced them" (Maturana and
Varela, 198Q p. 7§. Cyclic sdf-organization in which comporents produce identica or
esentialy smilar comporents can in principle be represented by nonlinea dynamicd
systems. In contrast to this cyclic conception, original self-organization can be visualized by a
spira shifting away from its origina position in an adaptive evolutionary process Original
self-organization can be represented by the notion d self-modifying component systems, in
which the focus is on incessant (self-)modificaion. Comporent systems have the foll owing
properties (Kampis, 19920):

¢ The set of the different types of the components of the system is open-ended.

¢ The system produces and destroys its own comporents during itstypicd activities.

Due to the production, destruction and de novo interadion d comporents, these systems
constantly produce new variables, leading to internal novelty. Sources of internal novelty may
be the following (Kampis, 1994:

¢ Negleded or “frozen” lower level variables

¢ New interactions with the environment

¢+ New contexts

¢ Change of material properties

Take apenduum as an example (Fig. C.4): It is encoded as a "typical” penduum swinging
badk and forth, yet in the curse of time new variables of motion kegy coming up. Adepts of
red-structure models claim that such amodel "would be ale to predict what would happen if
the penddum were stopped” (Bossel, 1992. The prediction though is only possble, if the
potentiality of a stoppage is incorporated a priori into the encoding, i.e. if it is acounted for
in the reading frame. However, systems pick up information online and there is an urimited
suppy of things we do nd take into acourt in a given model (Kampis, 1992), so that it is
impossble to map al the relevant properties of the cmmponents in advance. Newly produced
variables are definable only a posteriori.

The validity of the respedive set determines the validity of the prediction o system behavior.
The encoding of the system in a determined frame of description as in the cae of dynamical
systems can na give account of the complexity of temporal production d variables (Kampis,
1994, which successvely invalidates the set. The time frame is crucial here: While in the
short run (as indicated by system times, seebelow) a given set may predict system behavior
with a cetain degree of accuracy, in the long run self-modifying systems bewmme
unpredictable. The encoded abstrad system state is outdated by the production d internal
novelty. As comporent systems are self-referential an external point of referenceis lost. The
system becomes an endo-system to which an external observer has no access On large scaes
the exo-models thus brea down.

The notion d time in self-organizing systems is fairly different from time in dynamicd
systems. External parameter time is replaced by the concept of endotime or system time.
System time is linked to the period d time asystem takes before reproducing (Kummerer,
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1996. Hierarchy theory assumes that natural systems can be described in the framework of a
nested, constitutive hierarchy (Ahl and Allen, 1996,0"Nelill et al., 1986 Miller, 1992. The
different levels of organization correspondto dfferent temporal scde levels and to different
system times. Accordingly, system times vary from minutes-days (e.g. chemicd readions in
soil; moleaular level) to months-years (e.g. popuation dynamics, nutrient cycles) and
decales-centuries (e.g. easystems, landscapes, global system) (Ulrich, 1993. Symmetry
bresing in self-organizing systems (Prigogine & al., 1969 entails irreversibility and the
nation d structurally determined systems which depend upontheir history.

¢ o e

Swinging , Swinging , Rolling
X1 Xy Xn X1 X, Xn X1 Xs Xn X et
c 1/encodmgs o
>
time

Figure C.4. Encoding of a dynamical system, taking the pendulum as an example. The set of
variables (=encoding) on the left side represents the swinging of the pendulum. However, this
encoding is not able to account for new variables of motion that keep coming up in the course
of time (see the right sight of the figure). New variables thus invalidate old encodings and the
system becomes unpredictable (adapted from Kampis, 1994).

The paradigm of self-modifying systemsis non-classcal, as these systems are:

¢ Non-determined: In open systems “properties’, “states” and “objeds” are definable only a
posteriori.

¢ Nonlocd: Objeds are mntext- and time-dependent, are globally dislved and thus only
(a posteriori and) globally definable.

¢ Non-predictable: Internal novelty can na be handed externaly, as the alvent of new
variables invali dates the encoding.

Table C.2 contrasts the two paradigms, the exophysical, esentialist paradigm with its nation
of reversibility and the paradigm of self-organization, represented by the endophysical
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concept of self-modifying systems. Within the essentialist paradigm, properties and states
stand for the identity of the system and can be defined a priori. Causdlity is transparent, the
ontologically conceived complexity of the system is invariable and the system is computable
as properties, states and transition functions are well defined. In ecological modeling a strong
notion of essentialism is represented by the "base model”, which accounts for the complete
input-output behavior of areal ecosystem and whichisvalid for al frames (Zeigler, 1976).

Table C.2. The classical, reversible, essentialist paradigm of dynamical systems versus self-
modification as a model of original self-organisation (compiled from Kampis, 1994 and
Paslack, 1991).

Essentialism Self-modification
(Reversibility) (Irreversbility)
Being-Becoming Properties Relations
States Confluences (potentiality)
Objects Objects localy and a priori Objects globaly and a posteriori
definable definable (Objects context- and
time dependent)
Causality Transparent Opague
Strong Wesak
Linear Non-linear; circular
System Dynamical systems Growing systems
Analytically defined Realistically defined
Given hierarchy Self-created hierachy
Closed Open
Complexity Constant Variable
Environment Environment structures system Systems structure environment
External regulation Internal regulation
(externa drivers)
Time Scalar, universal parameter time Systemtime
(exo time) (endo-time)
Dynamics/ Reversible trajectories Irreversible Process
Devel opment Continuity Bifurcation
Regularity Singularity
Computability Computable Non-computable

(Set not definable in advance)

Theoretical ecologist take different positions with regard to the base model concept. While
valid real-structure models are supposed to be achievable in principle (Bossel, 1992, Nielsen,
1992) others doubt that such representations can be achieved even for ssimple real ecosystems
(Wissdl, 1989, pp. 1-7., Joergensen (1992) acknowledges that such a base model can never be
fully known, because of the complexity of the system and the impossibility to observe all
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states. In this view, complexity is ontologicdly conceved and the impasshbili ty of condensing
the essence of an easystem into a dynamical systems is attributed to pradica observationa
and computational (and nd principle) limitations.

In the paradigm of self-modification, “properties” must be envisioned in a relationa way as
they depend on a danging material context. The notion d a system state has to be
abandored, as dates require variables as expresgons of the properties of the system. The
identity and the definition d the system’s comporents is context and time-dependent and "is
only reveded at the end of aprocess when all confluences and relations are drealy known in
retrosped” (Kampis, 1999.

Modern natural science is based onan exophysicd conception, in which the material system
under study is regarded as a sender and the observer as a receiver, colleding the signals
emitted by the object. This exo-physicd concept colli des with the endo-physicd nation o
self-modifying systems, which pick up and create information online and for which limited
internal accessbhility of information is an ortologicdly conceved factor (Kampis, 1994. In
such systems definitions become temporally changeable due to self-modificaion; thus the
classcd concept of computability where everything hes to be defined in advance ceaes to
work.

5. Dynamical systemsas analytical tod for ‘noisy” ecsystems?

Systems theory claimsto be an interdisciplinary, universal theory, which all ows for privil eged
aacessto complex phenomena (Lili enfeld, 197§. Dynamicd systems as formal, paradigmatic
representation o complex systems play an oustanding role in a proclamed “structural
scientific revolution” driven by the “discovery of complexity” (see eg. the title of the book by
Hedrich, 1994. In the ampirical sciences the theory of dynamicd systems is important both
with regard to the diffusion d complexity concepts and to its applicaion in natural system
modeling. The mathematicd theory describes the possble behavior of natural systems, only if
these systems are alequately represented by systems of partia differential equations.
Dynamicd systems can ony show the behavior prescribed by the mathematical theory, and
no aher behavior (Hedrich, 1994 p. 30).

The theory of dynamicad systems and its application in empiricd sciences like eology and
the ewironmental sciences dgrives to fit the mnception d modern natural science @&
laboratory science (Hoyningen-Huene, 198). In the laboratory closed systems are
constructed in which if-condtions or antecedents are prepared to produce observable eff ects
or consequents. The mrrespondng nation d causality is interventionist (Janich, 1993 in that
intervention in a spedfic, controll ed setting makes causal relationships appea. According to
Vico's “'verum fadum” principle truth and urderstanding are atributed orly to systems
prepared o created by man (Hosle, 1990Q. Following Hacking, (1992, parts of our
environment have to be remade labouiogly into a "quasi-laboratory” to reproduce laboratory
phenomena. Dynamicd systems make use of process descriptions and o parameters
established under laboratory condtions, they aim at the exclusion d "noise” and they try to
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achieve ahigh degreeof closure. Thus the theory of dynamicd systems attempts to work with
the laboratory model and the dynamicd system paradigm indeed has been applied
succesdully to allopacetic, technical systems.

Dynamica systems are the paradigm in the environmental sciences, bah as a conceptual
badgroundand as the formal base of smulation modeling (Joergensen, 1992 Richter, 1994,
Richter et al., 1999 athough the transferability of system analysis and the paradigm of
dynamical systems to emsystems has been questioned in general aready two decales ago
(Mdaller, 1979. For a number of reasons we reckon the dynamica system paradigm
inadequate for the representation d easystems:

Dynamica systems omit the openness constitutive of ecsystems. Closed dynamical systems
run courter to the heterogeneity of easystems and to the practicd and theoreticd limitations
imposed onthe observation d ecosystems. We agree with the work of Oreskes et a. (199)
who show that ecsystem opennessand the formal closednessof dynamical systems colli de in
three respeds: Firstly, dynamical systems require inpu parameters that are incompletely
known (e.g. the distributed parameters). Secondy, they are based oncontinuum theory which
entail s alossof information onstructure and processes on finer scales (Oreskes, in presy, e.g.
the Darcian velocity used for the differential equations is different from the actual velocity at
the pore scale. Continuum is a hypotheticd idealization, dsregarding the discreteness of
emlogicd entities (Breckling, 199). Thirdly, Oreskes et al (1994 show that they recur to
additional inferences and assumptions (e.g. kinetic feds are usually negleded), making use
of auxiliary hypatheses until the dynamicd system and the crrespondng simulation model
fit the data. Severa system structures may produce the same results, i.e. model results are
underdetermined by the data.

A dynamicd system is an abstraction, in which the system is separated from its environment
or badkground. The backgroundis regarded as noise, which is eliminated in the dstradion
step as only well-defined inpus (the input vedor) reach the system. The system and its inpu
and ouput vedor become aconceptually closed system. The nation d noise is based ona
noise/nonnoise difference in conjunction with the system/environment diff erence introduced
by information theory and system analysis. Yet in eclogy there ae no grounds on which
noise (badkground and system (abstraction from the badkground could be distinguished.
Ecosystems and ader in ecmsystems may actually be the result of ‘noise’, thus "noiseis music
to the emlogist" (Vasangiacomo, 1998 p. 270). In system analysis what started ou as an
ecological system becomes a mere system losing its ecologicd trait: For eclogica issues are
isaies in which an system-environment-context is dructured duwe to the development of
seledive behavior of the system towards its environment. The ecologicd view of a system-
environment-context implies unity (of the system-environment difference) despite difference
(of system and environment) or even unty dueto dfference (Luhmann, 1990 pp. 2-22).

The differences introduced to abstrad a certain system from its context prevent re-unificaion
and unty of context and environment. For example the reintegration d the popuation-
community difference with the processfunction dfference is impossble. Correspondngly,
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eaosystem theory has not come up with a single example of the successul reconstruction a
prediction d both aspects of a given system (Lange, 1998).

In dynamicd systems a fixed number of variables is contained. However, the sssumption d a
fixed number of degrees of freedom colli des with the cnstant come and go of organisms and
the generic innovation and extinction in easystems along time, resulting in the production d
internal nowelty, in the dange of system structure and in the creaion and extinction o new
variables. In our view, ecosystems have to be regarded as slf-modifying component systems,
for which the a priori definition d variablesisimpassble. Internal novelty and constant drift
of ewmsystems and their comporents is not ‘noise’, bu it is esential for the structura
couding of an open system to its environment (Maturana and Varela, 1987 and for the
structuring of the system-environment context, bah in the past and in the future. Separation
of system and context can at best give astatic, momentary view of a frozen system “state’.
Dynamicd system modeling of future states assuumes that abstrad state and externd
parameter time acourt for a determinate tempora transition. However, self-modifying
systems do nd transit from one state with determined properties to another determinate state,
but are in an incessant processof original self-organization, in which relations continually are
established and lost and states are superseded by confluences. No dynamical system can
acourt for thisinternal novelty and for the peauliar system times of system componrents. For
short time frames dynamical system descriptions may retain validity. In the long run,
however, the dynamica system as areading frame becomes outdated (Kampis, 1994.

The nation d reversibility underlying the dynamical system paradigm implies that any
moment in time is equal and that past states can be wmputed from present states. The history
of the system is suppcsed to be mntained in system structure and specific parameters. Such
systems are trivial madines, which are syntheticdly determined, anayticaly determinable,
predictable and independent of history, i.e. there is an operator relating inpu to ouput
(Foerster, 1999. However, the failure of simulation models is attributed predsely to the
ignorance of the historicd character of systems and d system memory (Lange, 199B). It has
been hypothesized that sequences in complex systems dow nondtrivial long-range
correlations, entalling a nsiderable memory effect (Ebeling et a., 1995 pp. 4850).
Historicity denotes the dependence of the present “state” of a system uponits history. The
nation d historicity corresponds to the nation d nontrivial madines, in which the historica
record of operations influences present operations. Nortrivial machines are unpredictable and
in most cases analyticdly nat determinable (Foerster, 1999. On top d that, self-modifying
systems are nat even synthetically determined. Tempora dynamics of self-modifying systems
are daraderized by symmetry bresking, irreversibility, non-lineaity, bifurcations and
evolution. From (the discovery of) complexity a path isleading to history (Longo, 1994.

5.1. Validation, validity and future scenarios
The onventional nation d validation dstinguishes “operational validation” and “conceptual
validity” (Rykiel, 1996. According to that view, conceptual validity tests the internal logic of
a model and says little @ou the predictive caadties of the model. Operational validation
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pretends to be a1 "objective test on hav well the model outputs fit the data’ (Joergensen,
1991, p. 6869): Operational validation thus does nat imply that the internal structure of the
model corresponds to actual processes, bu would be the demonstration that a model possesses
asatisfadory range of accuracy consistent with the intended applicaion d the model.
However, the mnventional notionfails for practicd and principal reasons. Generally accepted
standards for testing and validating emsystem models are inexistent. In contrast, current
pradiceis charaderized by vague, subjedive daims that model predictions show “aaceptable’
agreement with data (Kirchner et a., 1996. Vaidation procedures commonly consist in the
comparison d modeled and measured data or of the outputs of models for the same set of
inpu data. Biogeochemica models for agroesystems have been validated this way, showing
considerable deviation when dfferent model outputs are wmpared to each aher and to
measured data (e.g. (de Willigen, 1991, @& WIlli gen and Neetson, 1985,Diekkriiger, 1992.
Aside from these pradicd limitations , there ae more fundamental short-comings of the
validation procedures in the earth sciences which are discussed by Rastetter (199). The basa
impossbhility of the verification and vaidation o (closed) models of (open) natural systems
has been demonstrated by Oreskes et al. (199%).

Measured data used for model calibration and validation do nd cover the range of paotential
condtions of system and externa variables, particularly as data usually belong to short-term
data sets. Accordingly, model validity is restricted to the range of condtions which is
represented by the respedive data set. When thisrange is surpassed, the predictive capacity of
the model isin douli and can only be @nfirmed a posteriori, i.e. thereis no prediction.

The cdibration step, in which models with a large number of nonidentifiable parameters
(overparameterization) are fitted to measured data, asaures that models can be adapted to a
given data set, irrespedive of the internal structure of the model. Models are not only
underdetermined by the data (Oreskes et al., 1994, bu they can even become immune to the
data (Hauhs et al., 1996: eventual lack of predictive power is attributed to the “intrinsic
complexity” of the system under study, leading at best to a readjustment of the model (e.g. by
the re-cdibration d parameters or the aldition d processes). The role of simulation models as
predictive todls in the environmental sciences and as instruments of decision suppat has been
harshly criticized for the lack of validity and validation: Mac Lane (1988 speaks of the
construction o massve imaginary future scenarios to provide predictions which canna be
verified by cheding against objedive facts. To hm models are speaulation withou empiricd
ched. Funtowicz and Ravetz (1992 criticize the ésence of effective tests for demonstrating
what sort of correspondence, if any, there is between models and redlity. To them models are
devoid of certainty, quality and reality and are to be regarded as a post-modern phenomenon.
In the asence of testing, in the minds of their users models may take on an aura of readity
(Philip, 1991 - aparticular precarious point if models are enployed as risk assesgnent todls.

5.2. Arolefor dynamical smulation modelsin the environmental sciences?
We daim that mechanistic simulation models of emsystems are nat suitable for predictive
purpases, as they are not able to produce non-trivial predictions of future outcomes (Hauhs et
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al., 1996. While the mathematicd behavior of the forma dynamicd system is computable,
the "behavior” of the natural system is not. Existing data sets or empiricdly recognized
patterns in natural systems may be reproduced by models, bu this is naot prediction. Non
predictability partly owes to the self-modifying charader of ecosystems, which can na be
represented by any dynamicd system. To embracethe complexity of natura systems (Kay
and Schneider, 19%) means to abandonthe ideaof predictabili ty.

The implicaions for emlogica risk asessment are profound. Unpredictability of natura
systems notwithstanding, there still are cdls to improve the predictability of biogeochemicd
system behavior as part of a strategy to reduce global risks, e.g. to deaease the risk of nitrate
leading to the groundvater (WBGU, 1999 p. 323. Nevertheless there is growing awareness
that true predictability can na be atieved. For example Richter (199) states that the more
rapid decomposition o a newly produced pesticide after repeated application may be
explained by the adaptive evolution d the microorganisms, bu it can na be predicted. The
intrinsic unpredictability of ecosystems suggests to foll ow the precaitionary principle in risk
asesanent (Westra, 1997, instead of succumbing to the ecosystem engineering fall acy.

Yet if dynamicd simulation models are not suited for predictive purposes, what role is left to
them in the environmental sciences?

We aree with Nancy Cartwright’s satement that models are "a work of fiction" and that
"some properties ascribed to oljeds in the model will be genuine properties of the object
modeled, bu others will be merely properties of convenience” (Cartwright, 1983 p. 153. In
the terms of general modeling theory, the model consists of a set of attributes representing a
part of the original and a set of abundant attributes withou correspondenceto attributes of the
original (Stachowiak, 1983 p. 119.

Despite nat being a “red” thing, "a model may resonate with nature" (Oreskes et al., 1999
and thus has heuristic value, particular to guide further study. Correspondng to the heuristic
function, Joergensen (1995 claims that models can be empployed to reved ecosystem
properties and to examine different ecologica theories. Models can be asked scientific
questions abou properties. Examples for ecosystem properties foundby the use of models as
synthesizing toadls are acording to Joergensen (1994) the significance of indirect effeds, the
existence of a hierarchy, and the “soft” charader of emsystems. However, we aree with
Oreskes et al. (1994 who regard models as "most useful when they are used to challenge
existing formulations rather than to validate or verify them". Models as “sets of hypotheses’,
may reveal deficiencies in hypathesis and the way, biogeochemicd systems are observed.
Moreover, models frequently identify lacunae in olservations and fdaces where data are
missng (Yaalon, 1994.

As an instrument of synthesis (Rastetter, 1996, models are invaluable. They are agood way
to summarize an individua reseach projed (Yaalon, 1994 and they are cgable of halding
together multi disciplinary knowledge and perspectives on complex systems (Patten, 1994.
While models as a product may have heuristic value, we would like to emphasize the role of
the modeling process "...one of the most valuable benefits of modeling is the processitself.
These benefits accrue only to participants and seem unrelated to the charader of the model
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produced” (Patten, 1991). Moded building is a subjective procedure, in which every step
requires judgment and dedsions, making model development “half science, hdf art” and a
matter of experience (Hoffmann, 1997 Hornung, 1996. Thus modeling is a learning process
in which modelers are forced to make explicit their notions about the modeled system and in
which they lean how the analytically isolated comporents of a system can be “glued” (Paton,
1997. As modeling mostly takes place in groups, modeling and the synthesis of knowledge
has to be envisaged as a dynamic communicaion pocess in which criteria of relevance, the
meaning of terms, the underlying concepts and theories and so forth are negotiated. Model
making thus may become acatalyst of interdisciplinary communicaion.

In the assesgment of environmental risks, however, an exclusively scientific modeling process
is not sufficient, as technica-scientifc goproaches to “post-normal” risks are unsatisfactory
(Rosa, 1998 and as the predictive cgadty and operational validity of models (e.g. for
scenario computation) isin doult. The post-normal science gproad (Funtowicz and Ravetz,
1992, Funtowicz and Ravetz, 1991 Funtowicz and Ravetz, 1993 takes accourt of the stakes
and values invalved in environmental dedsion making. Following a “post-normal” agenda,
model development and model validation for risk assessment shoud beame a transscientific
(communication) task, in which "extended peer communities’ participate and in which non
equivalent descriptions of complex systems are made explicit, negotiated and synthesized. In
current modeling pradice, however, models are highly opaque and can rarely be penetrated
even by other scientists (Oreskes, persona communicaion). As objeds of communicdion,
models gill are dosed systems and Hadk boxes.

6. Conclusion

The dynamicd system paradigm remains within the limits of an exophysicdly conceved
systems theory, which is based on conceptually closed systems and which clams that
esential, systemic properties arise from the particular configuration d system comporents.
To adhieve dosure of dynamicd systems, the structure and processes of biogeochemicd
systems are idedized or simplified, dsregarding spatial and temporal variabili ty. Criteria for
the identificaion d essential components, processes and parameters and for their adequate
combination in dynamica systems are lacking. Thus the doice of ‘relevant” processes and
parameters and the fabrication d system structure are highly subjective. Owing to the
impossbhility of model validation, models run the risk of losing contact to the empiricd
‘redity” they refer to.

In biogeochemica systems, the interplay of biologicd components with their geochemicad
environment play a crucial role in the procesing of chemical substances. As to this
interadion the paradigm of dynamica systems represents only a haf-way discovery of
complexity: In ou view, the dosed encoding of ewmsystems as dynamicd systems runs
courter to the self-modifying charader of ecosystems as aresult of their singuar history in a
singular context. As gochastic systems (self-modificaion) in a stochastic context (history),
“complex natural systems” are unpredictable.
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While in the environmental sciences a representationalistic notion of dynamical system
models as the product of scientific endeavor prevails, we emphasize the importance of the
modeling process. Modeling can be a way of coping with different types of complexity: The
complexity of integrating and synthesizing (reductionist) statements and of gluing analytically
isolated components; the descriptive complexity that allows for numerous, non-equivalent
system descriptions, depending upon standpoint; the communicative complexity, both inter-
and transcientific, arising from non-equivalent descriptions of complex systems. Modeling
can be a means of the reduction of complexity as it is realizing one arrangement (or
agreement) amongst innumerous contingent arrangements.
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D. Worauf beziehen sich Smulationsmoddlle?
Referenz, Fiktionalisierung und Bodenhaftung

Zusammenfassung

In desem Beitrag wird das Verhdltnis von Simulationsmodellen as syntaktischen
Zeichensystemen zu Okosystemen als Referenz dieser Modell e untersucht. Es wird ill ustriert,
wie Okosysteme ds dynamische Systeme kodiert werden, d.h.wie kosystemare Phanomene
in ein System syntaktischer Information Ulersetzt werden undan welchen Punkten dabei der
Kontakt zur Referenz verloren gehen kann. Ich dskutiere, inwiefern umweltwissenschaftli che
Simulationsmodelle zum Prozef3 der Virtualisierung und zum Verschwinden der Reditét
beitragen und zeige, dal3 Kongruenz zwischen Original und Modellsystem bei instabilen
natlrlichen Systemen duch eine Anpasaung der Reditdt an das Modell erreicht wird und
nicht, wie bei Simulationsmodellen GHich, duch eine Anpasaing des Modells an de Redit&t.

Abstract

In this paper the relationship between simulation models as systems of syntadic signs and
easystems as the reference of these models is investigated. | ill ustrate the encoding of
eqsystems into dynamical systems, i.e. the way how ewlogical phenomena ae transated
into syntadic systems and hav the contact to the referenceorigina can be lost on the way. |
discusswhether simulation modelsin the environmental sciences contribute to a more general
societal tendency of virtuali sation and to the disappearance of redlity. | argue that for unstable
and instationary natural systems congruency between ariginal and model system is achieved
through the adaptation d redity to the respedive model (intervention), while for simulation
models halds the oppasite: The model is adapted (“fitted”) to the redity.
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1. Einleitung

Urspriinglich al's Vortauschung oder Vorspiegelung'mit negativen Konndationen belegt, hat
die Smulation eine eastaunliche Karriere hinter sich. Simulation hat sich als
» Problemlosungsmethode, die sich auf das zeitliche Verhalten von Systemen" (Petzoldt
1997 bezieht in den Umweltwisenschaften etabliert, insbesondere weil sie éne
"wirklichkeitsnahe, jedoch einfachere, hilli gere oder ungeféhrlichere Untersuchung als das
Objekt" erlaubt. (Brockhaus-Enzyklopédie 1983. Eine wesentliche Starke der Simulation
liegt mithin gerade darin, dal} sie Distanz zum Untersuchungsobjekt, zur "Reditét’
ermdglicht. Simulation als die modellhafte Nadhbildung eines beliebigen Systems oder
Prozesses durch ein anderes kybernetisches System (Meyers 1993 ist historisch an de
» Entdeckung der Komplexitét“ (Hedrich 1994) und de damit einher gehende Entwicklung
eines theoretischen und informationstechnischen  Instrumentariums  gebuncen.
Computermetaphern, Kybernetik undinsbesondere die Theorie dynamischer Systeme pragen
seither das Bild und de Abbildung von Okosystemen. Systemtheorie und Kybernetik als
syntaktische Artikulationen von Zeichenprozesen, de ohne Bedeutung bzw. Referenz
funktionieren (Geier 1999, S. 163 sind mit dem Anspruch angetreten, Erklarungs- und
Steuerungswisens fur die unterschiedlichsten Systeme zur Verfigung zu stellen (Lilienfeld
1978. Nad einer Phase der Zuversicht, in der danach gestrebt wurde Okosystemare
Zusammenhdnge mit Hilfe von dynamischen Simulationsmodellen informatorisch und
kybernetisch verfigbar zu maden ("ewlogicd engneeaing”, z.B. in Dubas 1981, sind
Simulationsmodelle in jungerer Zeit in de Kritik geraten: Das Paradigma der dynamischen
Systeme sei Okosystemen nicht angemessen (Lange 1998, Simulationsmodelle seien nicht
validierbar (Konikow & al. 1992 Oreskes 1998, Rastetter 199%) und gegeniber den
gemessenen Daten immun (Hauhs & al. 19961), es mangele ihnen an empirischem Gehalt, sie
hétten spekulativen Charakter (Mac Lane 1988 und konmen alenfals heuristische
Funktionen erflillen (Oreskes & al. 1994, wahrend sie zu Prognosezwecken urtauglich seien
(Hauhs & a. 19960). In gesellschaftlichen Verwendungszusammenhdngen, insbesondere
beim Risk Assesanent, ndhmen Simulationsmodelle éne Aura von Reditét an (Philip 199)),
die smulierte Szenarios u.U. reder erscheinen lassen as Beobachtung und sinnliche
Anschauung. So wurden z.B. jiingst die MaRrehmen zur Bekampfung des Olteppichs aus der
Havarie der "Erika' vor der franzosischen Atlantikklste dlein auf der Grundage der
Prognose von Météo France geplant - ohne den Beobadhtungen vor Ort Beachtung zu
schenken (Lambel & a. 20003, Simulationen, de firr Laien undandere Wissenschafter opak
bleilben (Funtowicz & a. 1992 befordern mitunter das “Verschwinden der Reditat’
(Baudrill ard 19832.

Angesichts dieser Kritik, insbesondere an der gesell schaftlich-paliti schen bzw. planerischen
Rolle von Simulationsmodellen, urtersuche ich in desem Beitrag das Verhdltnis zwischen
natlrlichem System as externem Referenten und formalem System as syntaktischem
Zeichensystem. Dynamische Systeme, die formalen Systemen gegeniber isomorph sind
(Kampis 1991, S.5) dienen as Beispiel. Ich werde fragen, worauf sich Simulationsmodelle
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beziehen, urter welchen Bedingungen Simulationsmodelle zum "Verschwinden der Reditat"
beitragen undwie Kontakt undKongruenz zwischen Modell und externer Referenz hergestellt
werden komen. Dabei werde ich mich von dr These leiten lasen, dal3 der Bezug zur
Referenz einfach zu verlieren ist, wahrend es mihevoll i st, "‘Bodenhaftung” bzw. Kontakt zur
Referenz herzustell en.

2. Kodierung und Formalisierung: Dynamische Systeme als Syntax von Okosystemen?

Okosystemare Phanomene werden bei der Modell bildung im Zuge énes Kodierungsschrittsin
dynamische Systeme Ubersetzt und kerechenbar gemadit. Man bedient sich dabei eines Satzes
von syntaktischen Zeichen und Verknipfungen, um Phanomene in numerische undoder
mathematische Aussagen zu (kersetzen (Rosen 1991,S. 5861). In einem Dekodierungs-
schritt werden Aussagen U(ber das Verhaten des natirlichen Systems aus den Regeln des
formalen Systems abgeleitet (Abb. D.1). Dabel kann sich das System nur so verhalten, wie es
die Theorie - hier der dynamischen Systeme - vorschreibt (Hedrich 1994 S. 30). Bei
Formalisierung und Mathematiserung ist man auf den beschrankten Vorrat an
mathematischen Zeichen und Verknipfungen angewiesen, den de jewelige Theorie
bereitstellt; die Darstellung wird dadurch insofern eingeschrankt, as Gleichungen wegen ihrer
mathematischen Eigenschaften und ncht alein aufgrund vonEigenschaften des nattrlichen
Systems ausgewahlt werden (Cartwright 1983,S. 131)*.

Natiirliches System Formales/dynamisches System

. Propositionen
Phanomene

Kodierung

[

@Té} L0

De-Kodierung

Externe Referenz

Original Syntax

Abbildung D.1. Ubersetzung dbr Phanamene natirlicher Systeme in ein formales,
dynamisches System. Das naturliche System ist die exerne Referenz, au die sich de
syntaktischen Zeichen des formalen Systems beziehen (u/v= Vekor der Inpus/Outputs; t =
Parameterzeit; f = Zustandiunktion; g = Outputfunktion).
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R&aumlich-strukturell e Kategorien daminieren die Abbildung von Okosystemen: Okosysteme
werden as raumliche Strukturen beobachtet, nach korventionalen Kriterien abgegrenzt und
im abstrakten Systemzustand (visuaisiert als Systemstruktur) des dynamischen Systems
représentiert. Die im abstrakten Systemzustand fixierten Variablen spannen einen Phasenraum
auf, durch den sich das System auf berechenbaren Trajektorien bewegt, angetrieben durch den
Parameter Zeit. Zeit entspricht hier der universellen, externen Zeit Newtons, die nicht mit den
Phanomenen verburden ist (Mittelstaedt 1980 und dbr Zeit Aristoteles als einer Bewegung in
einem numerisch abgestedkten Raum (Piettre 1996. Das dynamische System fungiert als
Syntax, die die dgorithmische Fortentwicklung des Systems von einem friiheren zu einem
spateren Zeitpunk vorschreibt (Rosen 1991, S. 279. Dynamische Systeme, die mit der
Vorstellung von fixen Eigenschaften, statischen “Wesenheiten” (s. u. 3), abstrakten Zustanden
undeiner externen Zeit verknuipft sind, stehen fir den einen der beiden traditi onsreichen Pole
"Sein/Werden"®. Prozesauden Vorstellungen zufolge wére dagegen de Identitét eines
Systems und seiner Komponenten das Ergebnis von sich aktuali sierenden Prozessen (Latour
1998 S. 172, von wedselnden Relationen und von "confluences', “Zusammenflissen”
(Kampis 1994, d.h. von @r kontext- und zeitabhéngigen Rekonfiguration des Systems durch
das jewell s aktuell e Zusammenwirken seiner Komporenten.

3. Essntialismus: Dynamische Systeme als Wesen von Okosystemen?

Welcher (An-)Teil von Okosystemen wird aber im dynamischen System kodiert? Eine Reihe
von informationstheoretischen (z.B. System/Umwelt, Rauschen/Nicht-Rauschen) und
Okdogischen (z.B. hiogeochemisch/popuationsdkaogisch) (O'Nelll & d. 1986
Unterscheidungen werden an das nattrliche System angelegt, um den dynamischen vam
kontingenten Tell abzutrennen. Die zumeist bindre Koderung folgt dem Schema
Wert/Rest(-wert), in dem der ausgeschlossene, kortingente Rest durch bestimmte Parameter
(z.B. Dispersionskoeffizienten) und duch Kalibrierung eingefangen wird oder als Rauschen
und irredwzible "Komplexitat" ignoriert wird®. Der dynamische Teil wird dann, einer
esentialistischen Leitvorstellung (Kampis 1994 folgend, de das "Wesen der Naturdinge"
(Hoyningen-Huene 1989 zu erfassen sucht, mit dem Wesen bzw. der Identitét des Systems
gleichgesetzt. Die Logik der Modellierung ist Gblicherweise der Suche nach einer Essenz
verhaftet, "the esential ... system structure, i.e. the identification d essential state variables'
(Bos=l 1992 ist das Begehr.

Abstrakte, digitalisierte Zusténde ds Essenz von retlrlichen Systemen wéren in deser Sicht
die natlrliche Basis, um "von vielen urterschiedlichen Wahrnehmungen zu einem durch
Denken Zusammengebrachten" (Geier 199) S. 195 zu gelangen, mithin um “natirliche
Arten” wie @wa Okosystemtypen zu bestimmen.
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4. Konzeptionelle Schlie3ung und die Ausgrenzung der Referenz

Dynamische Systeme und de zugehdrigen Simulationsmodelle sind koreeptionell
geschlossene Systeme: Das System wird vonder kontingenten Umwelt abgegrenzt, die Zahl
und Art der Parameter bzw. Freiheitsgrade wird a priori festgelegt und der Systemzustand
wird eingefroren (Kampis 1994). Damit verbleibt das System auf der Ebene syntaktischer
Information undwird ureuganglich fir pragmatische Information, de die Systemstruktur
verandern wurde (Kornwachs & al. 1984.

Parameter fixieren undschlief3en das System und ermoglichen die mathematisch-numerische
Behandlung des Systems. Diese Parameter und de dem System attribuierten Eigenschaften
haben z.T. fiktionalen Charakter, die aus den Notwendigkeiten der mathematischen Theorie
(siehe 2.) bzw. der Parametrisierung des kontingenten Telil s resultieren (siehe 3.): "A model is
awork of fiction. Some properties ascribed to oljeds in the model will be genuine properties
of the objeds modelled, bu others will be merely properties of convenience ... to kring the
objeds modelled into the range of the mathematical theory" (Cartwright 1983 S. 153.
Konventionale Parameter sind z.B. die Halbwertszeiten fur verschiedene Fraktionen
organischer Substanz im Boden (Tab. D.1), die sich an mathematisch-physikalische
Vorstelungen vom Atomzerfall anlehnen. Konventionale "Rest-Parameter”, wie
Dispersionskoeffizienten spiegeln de Differenz dynamischer/kontingenter Teil wider.
Parameter ohne reale Bedeutung und externe Referenz erhdhen de Anpasaungsfahigkeit des
Kalkuils an gemessne Daten undtragen zur Emanzipation des Modells vom Origina und
damit zu seiner Fiktionalisierung bei.

Tabelle D.1. Pods organischer Sulstanz in zwei Stickstoffhaushatsmodellen. Die
Kalibrierung tezieht sich auf einen danschen Ackerstandat (aus Vereedken & al. 1991).

Modell Pod C/IN Verhdtnis  Halbwertszeit

DAISY Biomass 1 6 693 Tage
Biomasse 2 10 49.5Tage
Organ. Substanz 1 11 515Jahre
Organ. Substanz 2 11 10 Jahre

AMINO Humus 16 50 Jahre
Fraktion 2 12 77 Tage
Fraktion 3 58 3 Jahre
Fraktion 4 76 130Tage
Fraktion 5 76 37 Tage
Fraktion 6 24 65 Tage
Fraktion 7 24 590Tage

Die Abgrenzung von Innen/Auflen bzw. System/Umwelt und Rauschen/Nicht-Rauschen
beraubt das Oko-System seines Okologischen Charakters. Wahrend Systeme (im
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systemtheoretischen Sinn) aus ihrer Umwelt herausgel6st werden, sind Oko-Systeme durch
einen System/Umwelt-Zusammenhang charakerisiert, also duch Einheit trotz System-
Umwelt-Differenz (Luhmann 1990 S. 210. Die Eigenart von Oko-Systemen liegt in der
strukturellen Koppung von System und Umwelt (Maturana & a. 1987 S.85), in der
Produlktion von Erstmaligkeit (Weizsadker 1974 und in dem Potential das Fluktuationen
(Nicolis & da. 19779 und "Rauschen” (Vasangiacomo 1998 S. 270, d.h. de vermeintlich
kontingenten Teile des Systems, fur die alaptive Anpasaung und Ordnung des Systems
bereitstellen. Selbstmodifikation von Okosystemen (Kampis 1991), d.h. de kontinuierliche
Produkion und Zerstérung von Variablen steht im Gegensatz zum begrenzten, a priori
festgelegten Vorrat von Variablen in dynamischen Systemen (Lange 1998. Okosysteme sind
konzeptionell bzw. epistemisch dffene Systeme, in denen online’ Erstmaligkeit produziert
wird und reue Kontexte entstehen, de die Bedeutung existierender Systemkomporenten
verdndern. Wie stark diese Verdnderungen auf bestimmte Beobachtungsebenen
durchschlagen, héngt z.B. davon ab, wieviel Spieraum Constraints auf hoheren
Organisationsebenen (z.B. Klima) zulassen. Die Abkoppelung des Systems von seiner
Umwelt und von @n internen Quellen von Erstmaligkeit fuhrt zur Entkoppung von
dynamischem Simulationsmodell und Referenz.

5. Referenz: Worauf beziehen sich Modelle?

Um die Abbildung eines Originals konkurieren urterschiedliche Simulationsmodelle.
Zugleich kann dasselbe Modell zur Abhbildung verschiedener, korkreter Systeme dienen. Ich
skizziere im Folgenden einen Pfad der Fiktionalisierung, der von der Abbildung konkreter
Systeme Uber abstrakte Zusténde zur Reduktion auf einen Kakuil fuhrt.

Wenn Simulationsmodelle auf konkrete Systeme mit einer konkreten Geschichte an einem
konkreten Ort bezogen werden, haben de Aussagen des Modell s zunadhst nur Bedeutung fur
dieses konkrete System. Eine solche Sichtweise kolli diert mit dem Streben nadh Universalitét
und Kontroll e der nattirlichen Welt, die an Kontextunabhéngigkeit, d.h. de Abstrahierbarkeit
von Wissen undInformation von e natirlichen Welt und an das Prinzip der Identitét durch
Veranderung gebunden sind (Merchant 1987,S. 232ff).

In desem Sinne wéaren Simulationsmodelle ds Abstraktionen zu koreipieren, de vom
spezifischen Kontext unabhangig sind. Die Reprasentation vonOkosystemen durch abstrakte
Zustande, die durch eine externe Parameter-Zeit aktualisiert werden, wirde diese Systeme
theoretisch und praktisch verfigbar machen. Nach dieser Lesart bezbgen sich dynamische
Simulationsmodelle aif vorgangige “natiirliche Arten’, wie bestimmte Okosystemtypen ockr
bestimmte Prozess (z.B. Stickstoffkreislauf in Ackerbdden), die vom konkreten Standort mit
seiner Geschichte astrahierbar wéren. Diese Sichtweise steht im Widerspruch zu einer
prozessualen Auffasaung von Okosystemen, wie sie von einigen Okologen vertreten wird.
Demnach waren Okosysteme notwendigerweise ds geschichtliche Systeme zu beschreiben
(Hauhs & da. 199@), de nicht auf irgendeine Form von Gleichgewichts- oder
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Klimaxzustande zusteuern (Hauhs & al. 2000,Lange 1998,Lange 1999 und de folglich nur
schwerlich vorgangigen nettirlichen Arten zuordenbar wéren.

Aus Abstraktionen erfahrt man nichts uber das konkrete Verhalten korkreter Systeme. Zwar
lief3en sich Parametrisierung und Kali brierung von Simulationsmodellen al's Anpassing eines
abstrakten Systems an konkete, lokale Bedingungen interpretieren. Der fiktionale Charakter
vieler Parameter macht die Kali brierung jedoch zu einer blof3en “Fitting Exercise’, die wenig
zum Verstdndns und zur Prognose des konkreten Systems beitragt.

Mit zunehmender Fiktionalisierung werden Simulationsmodelle zu blofen Kalkilen, de
aufgrund ihrer mathematischen Eigenschaften eine hohe Anpasssingsfahigkeit an bestimmte
Datensdtze aufweisen. Der Anspruch, dal3 sich das betreffende Modell auf eine empirische
Reditdt beziehe, wird gar nicht mehr erhoben, so z.B. wenn Kastel et & a. (2000 die
Verwendung eines bestimmten Ausbreitungsmodells mit den folgenden Worten begriinden:
"Our choicefor this model does not imply that the mobile-immobile model is avalid process
modd..We docse it merely for its capadty to fit the measured breakthrough curve...".
TatsAdlich haben de Parameter in desem (mit nur zwei Parametern bereits
Uberparametrisierten) Modell keine identifizierbare physikalische Bedeutung (Lange 1998.
Hier wird nicht vorgegeben, das Modell bil de reale Strukturen oder Prozess &, es geht nur
noch um die Auswahl eines gedgneten Kalkils; die Simulation madit sich urebhéngig von
der Struktur der materiellen Welt.

6. Simulation

Simulationen sind ncht auf die Umweltwissenschaften beschrankt. Im postmodernen Denken
von Jean Baudrill ard ist Smulation als gesell schaftli che Entwicklungsdufe skizziert worden,
in der Zeichenwelten an de Stelle konkreter Reditdt treten: Zeichenwelten oder
Simulationen, de keine Referenz mehr zu Objekten in der Wirklichkeit haben (Baudrill ard
1978 S. 14). Baudrillard urterscheidet drei historische Stufen der Abbildung lzw. der
Simulakra: Die Reprasentation, de noch vom Prinzip der Aquivalenz von Zeichen und
Referent gepragt ist; die Produktion, in der das Zeichen den Referent ersetzt; die Simulation,
in der Zeichenwelten entstehen, de Uber keinen Referenten mehr verfiigen (Baudrill ard 1982
Baudrillard 1991 S. 17). Smulationist "jener unwiderstehliche Ablauf, bel dem die Dinge so
miteinander verkettet werden, als ob sie @nen Sinn hétten, wahrend sie a@gentlich nu durch
eine kuinstliche Montage und duch den Unsinn organisiert werden* (Baudrill ard 1994,S. 29).
Die Sprache der Smulationist der Code, "die “mystische Eleganz des Binarsystems von Null
und Eins™ (Baudrillard 1982,S. 91). Binare Kodierung als alle Reprasentationen leitendes
Prinzip folge der "irrwitzigen Illusion, de Welt unter einem Prinzip vereinen zu kdnren"
(Baudrillard 1982,S. 93.

Ich telle zwar Latours Kritik an einem Postmodernismus, der jede empirische Arbeit as
[llusion und Szientismus verwirft (Latour 1998, S. 65) und fur den "alles Trugbild, alles
schill erndes Zeichen™ ist (Latour 1998 S. 175. Die nicht untbiche Praxis einer Validierung
von Simulationsmodellen mit Simulationsmodellen (z.B. Klimamodele, siehe Rastetter
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(1996 fur eine kritische Diskusson) und der Einsatz von Simulationsmodellen bel der
Entscheidungsunterstiitzung (Haag & al. eingereicht) lasen es dennach angeraten scheinen,
zu priufen, ob undwie sich "das geschlossene System..var dem Referenten” schiizt
(Baudrillard 1982, S. 117). Fruchtbarer noch wére es vidleicht nach Vorbildern und
Maoglichkeiten zu suchen, wie "Bodenhaftung” bzw. Kongruenz zwischen Modell und
Origina/Redlitdt hergestellt werden kann. Auf eine solche Suche begeben wir uns im
Folgenden.

7. Anpasaung der Realitat an das Modell oder Anpasaing des Modellsan die Realitat?

Was die mathematischen Zeichen und Verknipfungen formaler Systeme und Modelle
bedeuten und worauf sie sich genau beziehen ist schwer zu bestimmen (siehe auch de
analogen, urfruchtbaren Bemihungen der Begriffsanalyse (Stich 20@®). Anders gesagt: "The
nation that representations correspondto things, processes or relationships is easy to state but
notoriously difficult to justify (Goodng & al. 1989 S. 14). Dal’d sich de Zeichen aber auf
etwas Redes beziehen, zeigt sich da, wo Modele anen erfolgreichen Umgang mit
natirlichen Systemen erméglichen. Vorhersagbarkeit und regelhaftes Verhalten als
Bedingungen eines erfolgreichen Umgangs mit natirlichen Systemen sind jedoch an ein
stabiles Setting gebuncen: "What a system does depends on the setting, and the kinds of
settings necessary for it to produce systematic and predictable results are very exceptional”
(Cartwright 1999, S. 73). Regelhaftes Verhalten wird durch ein bestimmtes, stabiles Setting,
eine ,nomologische Maschine” bewirkt (Abb. D.2), in der bestimmte Komporenten mit
bestimmten kausalen Kapazitdten in einer bestimmten Weise verkniipgit und angeordnet sind
und de gegentiber der Umwelt undihren Storeinflissen abgeschirmt ist (Cartwright 1999.
"Von Natur aus” stabil e Settings und“natirliche” nomol ogische Maschinen existieren zwar, so
z.B. in der Astronamie, sie werden jedoch nu selten vorgefunden. Fur ein stabil es Setting 803t
sich das Systemverhaten duch bol3 pténomenodogische oder Korrelationsmodelle - auch
ohre oder mit “falschem” Realitétsbezug - simulieren undprognostizieren; die babylonischen
Astronamieist ein Beispiel (Toumin 198)).

Die meisten Systeme und Settings snd jedoch instabil. Dies gilt insbesondere fir
Okosysteme, die sich selbst modifizieren und de individuell en Entwicklungspfaden folgen.
Wenn stabile Settings 9 selten sind, wie kann es Uberhaupt so etwas wie Prognose und
erfolgreichen  Umgang mit natdrlichen Systemen geben? Die Bedingungen fir
Vorhersagbarkeit und fur einen erfolgreichen Umgang missen in den meisten Fallen erst
fabriziert werden, wie Cartwright (1999, Hadking (1992 & 1996 und Latour (199%)
nahelegen. Natlrliche Systeme missen nach dem Vorbild geschlossener Experimental- und
Modell systeme umgestaltet, modelli ert werden: "We remake littl e bits of our environment so
that they reproduce phenomena first generated in a pure state in the laboratory.” (Hacking
1992 S. 59). Bel der Frage, "how to transform the farm into alabaratory” (Latour 1994, S.
249), dienen Modelle ds Blaupausen zur (Um-)Gestaltung des Settings; Ziel ist es dabei, eine
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nomologische Maschine, d.h. ein System mit bestimmten und stabilem Setting herzustellen,
die zu regulérem und vahersehbarem Verhaten fuhrt (Cartwright 1999,S. 58).

7

\~

D6\

Abbildung D.2.. Nomologische Maschine. Die Verknipfung bestimnter Elemente mit
bestimnten kausalen Kapaztaten fihrt zu regelhaftem Verhaten. Bei Kenntnis der
nomologischen Maschine, 1ald sich z.B. die Zahl von Kugeln in Eimer 2 prognastizieren (in
Anlehnung anCartwright, 1999.

Hier spiegeln sich der konstruktive und technische Charakter (Janich 1992,S. 197-213) und
das Verum-fadum-Prinzip (Hosle 1990 moderner Naturwissenschaft wider, demzufolge
Wahrheit und Verstehen nur mit Bezug auf vom Menschen geschaffene Systeme mdglich
sind. Die Verzahnung von Naturwissenschaft und Tedhnik in der experimentellen Praxis
(Haking 1996 madt naturwissenschaftliches Wisen zu Bewirkungswisen (d.h. zu
pragmatischem Wisen, mit dem sich in der materiellen Welt beobachtbare Wirkungen
herbeiflihren lassen) und Naturwissenschaften zu technischem Know-how (Janich 1992, S.
201).

Simulationsmodelle aer sind schledhte Blaupausen zur Stabili sierung von Settings und zur
Konstruktion namologischer Maschinen. Wahrend Experimentalsysteme auch technisch-
materiell geschlosen sind (Haag & a. eingereicht; Radder 1986 und ihre technische
Redisation damit vorgezeichnet ist (Hoyningen-Huene 1989, beschrénken sich
Simulationsmodelle aif konzeptionelle Schliel3urg, haben nur einen geringen Bezug zur
materiellen Reditét und sind technisch nicht zu realisieren. Der immaterielle, untechnische
und fiktionale Charakter von Simulationsmodellen madt sie ds Blaupausen fir den Bau
nomologischer Maschinen ungeegnet. Welchen Beitrag sollten z.B. die Parameter aus
Tabelle D.1 zur zielgerichteten Intervention in das System und zur pragmatischen
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Umgestaltung des Settings leisten? Der mangelnde Erfolg von Simulationsmodellen 143t sich
m.E. darauf zurtckfuhren, da3 Simulationsmodelle ds “Fitting Machines” nur lose an de
Redita angepald werden, wéhrend im Falle efolgreicher nomologischer Maschinen de
Redité&t in einem aufwendigen Prozeld an das Modell angepal3t wird.

8. Schlul¥folgerungen

In dynamischen Systemen, de vielen Simulationsmodellen zugrunde liegen, werden
Okosysteme digitalisiert, auf syntaktische Information reduziert und kerechenbar gemacht. Es
spricht wenig gegen den Versuch, Okosysteme so zu betrachten als wéren sie kybernetische
Maschinen und e heuristischen Wert eines lchen Unterfangens zu prifen. Ich helten es
jedoch fdr kritikwirdig, wenn solche Moddle zu Wesenbestimmungen ihrer
Erkennrtnisgegenstande eklart werden. Denn damit wird erstens impliziert, dal3 dynamische
Simulationsmodelle das Origina realistisch  abbilden. Aufgrund des offenen,
selbstmodifizierenden Charakters von Okosystemen ist dies jedoch nicht der Fall. Zweitens
wird suggeriert, dald Simulationsmodelle Prognose und Management und mithin einen
erfolgreichen Umgang mit Okosystemen ermoglichen oder zukiirftig ermdgli chen werden.
Ihre Prognosekraft ist in den urstabilen Settings von Okosystemen jedoch aus
grundsétzlichen Grinden begrenzt (Haag & a. 200Q und als Vorbilder zur Konstruktion
stabiler, sich regelhaft verhatender Systeme sind sie nur bedingt tauglich. Wenn
Simulationsmodelle zur Entscheidungsunterstiitzung verwendet werden, so besteht (wie im
Fall des havarierten Tankers "Erika’, s.0.) tatsachlich de Gefahr, dal3 de Reditét hinter die
Simulation zurlcktritt, wenngleich de Auswirkungen von Entscheidungen, de auf
Simulation fuffen, hachst red sind.

Die Rolle von Simulationsmodellen verlangt vielleicht nach einer Neubestimmung: Als
heuristische Instrumente, als Synthesemethode und als Katalysatoren von Lern- und
Kommunikationsprozessen erfullen sie a@ne niitzliche Funktion bei der Organisation von
wissenschaftlichem und ncht-wissenschaftlichem Wissen. Nicht as Représentationen,
sondern as heuristische Instrumente konzipiert, konrten Sie u.U. einen Beitrag bei der
Unterscheidung von stabilen undinstabil en Systemaspekten und k& der Suche nach Mustern
fur stabil e Mensch-Umwelt-Interaktionen leisten.
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Endnoten

! Der Duden definiert “simulieren” noch 1963ausschlieflich as "[eine Krankheit] vortiuschen; sich
verstellen®.

% In der VDI-Richtlinie 3633 il es zur Simulation: Nachhildung eines dynamischen Prozesses in
einem Modell, um zu Erkenntnissen zu gelangen, de auf die Wirklichkeit Gbertragbar sind.

% Bei Lambel & a. (2000) heif} esim Original: "Hélas, les autorités éaient déja trop engagées dans
une logique ou le suivi des prévisions primait sur I'observation”. Ich Ulkersetze ds: “Leider waren de
Behdrden schon zu sehr einer Logik verhaftet, die die Befolgung der Vorhersage Uber die
Beobadchtung stellte.”

* Ich gehe hier davon aus, daR die Annahme, die Natur spreche die Sprache der Mathematik bzw. sei
mathematisch, metaphysisch ist. Diese Annahme mag fruchtbar sein undes richt zunchst wenig
dagegen, Okosysteme z.B. so zu betrachten als waren sie dynamische Systeme. Damit ist aber nicht
gesagt, da’ Okosysteme ihrer Natur nach durch mathematische Zusammenhénge strukturiert sind.

® Bereits vorsokratische Naturphilosophen wie Parmenides und Heraklit zettelten diese Diskussion an,
in der Heraklit die Position vertritt, dald die Welt in sténdigem Werden begriffen ist und "Zeit ein
irreversibler Ablauf wie der Strom eines Flusses'. Dagegen glaubt Parmenides, dal? jede Verénderung
nur scheinbar ist und "Zeit ein reversibler Parameter einer an sich urverénderlichen Welt." (Mainzer
1995 S. 7). Die moderne Dominanz des (platonischen) "Seins' ist ein historischer Zufall (Longo
1994); in jlingster Zeit hat neben Kampis (1991 z.B. Prigogine (1988) versucht das Gleichgewicht
zum "Werden" zu verschieben.

® Die Abstraktion dynamischer Systeme folgt hier einem physikali schen Leitbild: "Zu jedem Zeitpurkt
war die Physik strukturell eingeteilt in zwei grundsétzli ch verschiedene Teile: in den dynamischen und
in den kontingenten. Zu jedem Zeitpurkt konrte man einen bestimmten Tell der Phédnomene durch
Gesetze erkldren, und der andere Teil blieb einfach (brig als Anfangsbedingung oder freier
Parameter.” Naturwissenschaft kdénrnte man demnach as diesen "Versuch einer Reduktion von
Kontingenz" (Kanitscheider 199) charakterisieren.

"In der Zeit, in der das System kodiert wird, d.h. konzeptionell fixiert und von den Quellen von
Neuheit abgetrennt wird (off-line System), lauft das Origina-System weiter und produwziert neue
Variablen (on-line System).
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€rinnere dich. daf?3 wir manchmal

€rklarungen fordern nicht ihres Inhalts wegen,
sondern der Form der Erklarung wegen.
Unsere Forderung ist eine architektonische.

Ludwig Wittgenstein - Philosophische Untersuchungen
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E. Paradigmen fir eine nachhaltige L andnutzung: Dynamische ver sus
selbstmodifizierende Systeme?

1. Einfuhrung

Okologie, Okonamie und Sozialwissnschaften fassn ihre Untersuchungsobjekte in aller
Regel als komplexe Systeme auf, zu deren Behandlung auf der Theorieebene Systemansitze
und auf der Objekt- und Umsetzungsebene (Smulations-)Modelle Anwendung finden.
Dynamische Systeme dienen dabei as Paradigma zur Abhildung dieser Systeme. Im Rahmen
der Debatte um die 6kaogischen und 6konmischen Dimensionen der "Nacdhhaltigkeit” (als
einem gesell schaftli ch-pdliti schen Leitbild) spielen solche Modelle ene wichtige Rolle: Sie
dienen der Prognase moglicher zukirftiger Entwicklungen und damit der Abschdtzung der
Okdogischen und 0©konaischen Risiken, de as bestimmten (gesellschaftlichen)
Handlungen resultieren. Gerade im Bereich grof3er (zeitli cher und réumlicher Skalen) scheint
uns das dynamische Systemparadigma &er nicht angemessen, sondern ist durch de
Vorstellung von selbstmodifizierenden Systemen zu ersetzen, deren Verhdten prinzipiell
nicht vorhersagbar ist. Wéhrend z.B. bei globalen Umweltanderungen einerseits Unsicherheit
und Ungewil3heit zunehmen, steigt andererseits zugleich der Einsatz, der auf dem
gesell schaftlichen Spiel steht. Ein post-normales Wissenschafts(selbst)verstandns, das die
eigenen Beschrankungen anerkennt, scheint solchen Fragestellungen eher gewachsen, als die
herkdbmmliche normale Wissenschaft.

2. Dynamische Systeme

Im Zentrum dynamischer Systeme steht die Vorstellung eines abstrakten Systemzustandes
("state") a's der Gesamtheit all er Zustdnde a@nes Systems zu einem bestimmten Zeitpunk. Die
Zustéande werden reprasentiert durch Zustandsvariablen, de die gesamte fir einen Prozess
wichtige Information enthalten. Mdgliche Zustdnde werden in enem abstrakten
Zustandsraum mit einer definierten Zahl von Freiheitsgraden ("Variablen”) realisiert. Die Zeit
wird dabei als externer Parameter betrachtet, der mittels einer Uberfiihrungsfunktion de
Zusténde &tualisiert und dhs System auf eine Bahn (Trakjektorie) durch den Zustandsraum
schickt. Zeit wird demnach als kalare, unverselle, systemexterne undim Prinzip reversible
Grofle aifgefasd: Die Wirkung der Zeit kann duch de Anwendung der zeitlichen
Entwicklungsfunktion "ungeschehen" gemadit werden, d.h. aus dem gegenwartigen
Systemzustand kann man vergangene wie aich zukirftige Systemzustéande erednen.

Dynamische Systeme lehnen sich damit an ein klasssches, Newton’sches Paradigma an, das
ausgeht von einem linearen und starken Kausalit atsbegriff, einer skalaren, universellen Zeit
und analytisch definierten, geschlossenen Systemen, de durch externe Faktoren und
Randbedingungen gesteuert werden und aren Dynamik durch Trajektorien abgebil det wird
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(Paslak, 199). Die klassschen Prinzipien der Lokalitat, Determiniertheit und cbr
Vorhersagbarkeit werden nicht verletzt (Kornwads and Lucadou, 198).

Ein solcher Ansatz hat sich als erfolgreich fur technische und (manipulierte) physikalische
Systeme erwiesen, in denen insbesondere die Zahl der Freiheitsgrade ds bekannt und fix
vorausgesetzt werden kann.

3. Sind Okosysteme dynamische Systeme?

In der okologischen Modelbildung werden Okosysteme unter zwei verschiedenen
Perspektiven  Kkorstituiert, einer biotisch-synékdogischen und einer abiotisch-
biogeochemischen Perspektive (Allen and Hoekstra, 1999. Der biogeochemische "Teil " &Mt
sich dann as Stoffhaushalt eines Okosystems in einem dynamischen System abbil den.
Besonderes Augenmerk ist dabei auf folgende Punkte zu richten:

o Systemstruktur: Prozesdeschreibungen, de zumeist auf reduktionistischem Wege fir
kleine Skalen ("Labor") gewonnenen worden sind, missen in eine Systemstruktur
Uberfihrt werden, in der Subsysteme und Elemente aif eine ganz bestimmte Weise
verbuncen sind. Die Auswahl "relevanter” Prozesse und ihre Kombination Heibt dabei
dem Modellkonstrukteur Uberlassen. Die zeitliche Dynamik der Systemstruktur selbst
(Systeme zweiter Art) wird i.d.R. nicht berlicksichtigt, d.h. de Systemstruktur wird as
stabil betrachtet (System erster Art).

e Vaiablen: Welches Set von Variablen nawendig bzw. hinreichend ist, um enen
bestimmten Bereich vonPhanomenen abzubil den ist a prior kaum zu beantworten.

» Parameter: R&umliche Strukturen auf verschiedenen Skalenebenen determinieren Prozesse
und ihre Parameter (z.B. bevorzugte Fliel3wege, Leitfahigkeitsparameter, ha spots der
Denitrifikation). Die ldentifizierbarkeit der Modell-Parameter im realen System ist in
einem heterogenen Medium nicht gewdhrleistet, da @ne a priori ldentifikation von
Parameterfunktionen nicht stattfindet und sich réumlich vertellte Parameterfunktionen
duch Mesaungen nur bedingt eingeschranken lasen. Moddle sind meist
Uberparametrisiert, ihre Kalibrierung wird zur "fitting exercise. Die zur Kalibrierung
benutzten Daten entstammen dabei meist kurzen Datensets, die die Spannbreite
Okosystemarer Phanomene nicht abdedken (Oreskes et al., 1994. Damit sind Modelle von
vorneherein nu innerhalb eines bestimmten Bereichs von Umweltbedingungen valide.
Wann deser Geltungsbereich verlassen wird (z.B. aufgrund extremer Wetterereignisse
oder langfristiger Veranderungen) |a3t sich nicht a priori bestimmen.

« Anfangsbedingungen représentieren den Zustand des Systems zur Zeit t=0. Die
Systemgeschichte wird dabei abgeschnitten bzw. in den Anfangszustand, d.h.in de
Struktur und de Variablen des Systems verlegt. Sensitivitdt bezlglich der
Anfangsbedingungen ist ein eigenes Problem (" deterministisches Chaos").



E. Paradigmen fur eine nachhaltige Landnutzung 10t

Die Annahme e@ener determinierten Zahl von Frelheitsgraden und ener stabilen
Systemstruktur bei der Abbildung von Okosystemen as dynamischen Systemen ist
problematisch: Okosysteme zeichnen sich gerade durch de zeitliche Dynamik von
Freiheitsgraden (Lange, 199B) und Systemstrukturen aus, z.B. duch Zu-/Abgénge von
Organismen.

Der jeweilige Modellzwedk ist entscheidend fur die Validitdt des Modells (Martin, 1996,
insbesondere ist zu urterscheiden zwischen Modell en a's heuristischen undal's prognostischen
Instrumenten (Toulmin, 198). Dazu korespondert enerseits eine konzeptionelle
Validierung, die sich mit den Licken auf der Ebene der 6kadogischen Theorie konfrontiert
sieht, andererseits eine operationade Validierung (Rykiel, 1996, de die prognostische
Tauglichkeit Uberprift. Die operationale Validierung durch Vergleich mit gemessenen
(kurzfristigen) Datensets bzw. mit dem Output anderer Modelle, hat einer Reihe von
Modelen begrenzte Prognosefdhigkeit attestiert. Langfristige und grof3skalige Prognosen
entziehen sich einer operationalen Validierung, damit werden z.B. globale Klima&hderungen
zu ener transwisenschaftlichen Frage (Rastetter, 1999. Eine echte Verifizierung
geowissenschaftlicher Modelle ist ohrehin nicht moglich (Oreskes et al., 1991). Wo aber
Modele nur in loser Beziehung zur materialen Welt stehen, besteht die Gefahr, dal3 de
Modelle und ihre Ergebnise @nen virtuellen Raum aufspannen, in dem sich past-moderner
Beliebigkeit ohre klare enpirische Korrektive entfalten kann. Modelle bilden aber oft die
Grundage fur Entscheidungen, de reale Konsequenzen in der "reden Welt" haben (Philip,
1991).

4. Selbstmodifizierende Systeme

Uber kurze Zeitraume mag das Paradigma des dynamischen Systems angemessen zur
Reprasentation ratirlicher komplexer Systeme sein. Betrachtet man dagegen langere
Zeitraume (wie im Rahmen von Risikoanalysen), so ist der systeminternen Produktiion von
Neuheit bzw. Erstmaligkeit (Weizsader, 1974 in und ar Selbstorganisation von kanplexen
Systemen Redinung zu tragen. Als "anschauliches® Paradigma bieten sich
selbstmodifizierende Komponrentensysteme an, de folgende Eigenschaften besitzen (Kampis,
19923, Kampis, 1992b Kampis, 1994:

» Zahl und Art der Komporenten sindim Prinzip unkegrenzt
» Das System zerstort und podwziert (auch urter Normalbedingungen) sténdig
Komporenten

Dadurch werden bestandig neue Variablen prodwziert, die nur a posteriori definierbar sind.
Kein dynamisches System kann der Komplexitét dieser zeitli chen Produlktion vonVariablen
geredit werden (Kampis, 1994. Charakteristsiche Unterschiede zwischen dem klasgsch-
essentialistischen Paradigma und dem Selbstmodifikationsparadigma sind in Tabelle E.1.
dargestellt. Selbstmodifizierende Systeme sind weder berechenbar noch vorhersagbar. Bei
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langfristigen Betrachtungen nehmen damit Unsicherheiten und Ungewil3heit in erheblichem
Mal3e zu. Diese Ungewil3heit ist nicht technischer oder methoddogischer (d.h. duch bessere
Modell e behebbar), sondern epistemol ogischer Natur.

Tabelle E.1. Klasssches Paradigma versus Selbstorganisatior/-modifikation (in Anlehnung

an Kampis, 1994 Miiller, 1997,Paslack, 1991,Rdling, 1996

K lassisch-essentialistisch

Selbstorganisation

System Analytisch definiert, Geschlossen Redistisch definiert, Offen
Vorgegebene Hierarchie Selbsterzeugte Hierarchie
Umwelt Regelung extern Regelung intern
Komplexitét Konstant Veranderlich
"Ontologie” Eigenschaften Relationen
Zustand ("state") Konfluenzen ("confluences")
Dynamik Reversible Trajektorie Irreversiblere Prozess
Kontinuitat Bifurkation
Kausalit &t Stark, linea, direkt Schwad, zirkul&r, indirekt
Transparent Opak
Gesetz/Generdlisierung  Regularitét Singularitat
Zeitbegriff Skalare, universell e Zeit Systemzeit (Endazeit)
Epistemologie Positi vistisch/redi stisch Konstruktivistisch
Privil egierter Beobachter Beobachterperspektiven
Exoperspektive/-physik Endoperspektive/-physik
Wahrheitshegriff Objektiv Pluralitat von Perspektiven
Algorithmisierung Berechenbar Nicht-berechnenbar
Prognase Vorhersagbar Nicht vorhersagbar

5. Post-nor male Wissenschaft

In der normalen Wissenschaft werden Probleme in handliche, kleine Telle zerlegt ("puzze”)
und einer Lésung zugefuhrt (Kuhn, 1973, Werte und Normen werden ausgeklammert,
"harte" Fakten préagen das Bild. Wenn es aber um umfassendere, langerfristige oder
groRraumige Weichenstellungen, also um "Nadhalti gkeit" geht, kehren sich de Verhdtnisse
um: Auf der einen Seite wadhst die UngewifRheit und de Fakten werden weich, auf der
anderen Seite gewinnen Werte und Normen an Bedeutung und Entscheidungen lassen es an
"Harte" gewil3 ncht mangeln (Funtowicz and Ravetz, 199]. Die normale Wissnschaft ist
mit ihren Mitteln hier hilflos, ein post-normales Wissenschafts(selbst)versténdn's (Funtowicz
and Ravetz, 1993, Funtowicz and Ravetz, 1991, Westra, 1997 erkennt dagegen de
Komplexitét der interagierenden natirlichen (Kay and Schneider, 1995 und sozialen System
und de damit einhergehende UngewiRheit an. Post-normale Wissenschaft [&3t sich wie folgt
charakterisieren:
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Das klasssch-essentialistische Newton’sche Paradigma wird duch das Paradigma der
Selbstorganisation kew. der selbstmodifizierenden Systeme esetzt. Komplexe natirliche
(Okosysteme) und gesell schaftli che System verfligen ber das Potential, urterschiedlichen
Entwicklungspfaden zu verfolgen, de nicht vorhersehbar sind.

Ein privil egierter, einzig-objektiver wissenschaftlicher Zugang, weicht einer Pluralitét von
legitimen, nicht-aquivalenten Perspektiven. Biologische (und gesell schaftliche) Systeme
sind insofern komplex, as ge sich nicht mehr durch eine Theorie oder Disziplin
beschreiben lass&n (Kornwachs and Lucadou, 1984%; die Zahl an nicht-&quivalenten
Beschreibungen 1813 sich als ein Indikator fir Komplexitét betrachten (Casti, 1986.
Werte und Normen gewinnen an Bedeutung - auf der Ebene der Beobachtung (die von
Theorien und voninteressen geleitet ist), auf der Ebene der Bewertung von Risiko und
Ungewi3heit und kei der Abschéatzung und Bewertung moglicher Handlungsfolgen. Je
groRRer die Ungewil3heit wird und je mehr auf dem Spiel steht, desto mehr treten
naturwissenschaftlich-technische  Zugénge  in den  Hintergrund, wéhrend
Wissensanspriiche immer auf sozialen Konstruktionen fulRen (Rosa, 1998). Wissenschaft
wird zum aktiven Partner in der sozialen Konstruktion vonReditét (Rdling, 19%).

* UngewilRheit

+ ,Spieleinsatz* hoch (Stake)
» Wertkonflikte

* Entscheidung dringend

Stakes: Interessen & Werte

UngewiBheit (iber Systemverhalten)

Abbildung E.1. Post-normale Wissenschaft im Verhéltnis 21 angeawander Wissenschaft und
professonell er Beratung (nach Funtowicz and Ravetz, 1991& 199%).

Die Einbeziehung der verschiedenen Stakeholder in den (wissenschaftlichen) Dialog wird bei
post-normalen (und zunadhst nur dort!) nétig, die scientific community wird erweitert
("extended pee community”) und "demokratisisert”. An de Stelle ener instrumentellen und
strategischen Rationdlitdét, die die Vorstedlung von der (top-down) Diffusion
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wissenschaftlichen Wisens in de Lebenswelt préagt, tritt eine kommunikative Rationalitdt
(Habermas, 1997,R4ling and Jiggins, 1994.

Die Vorstellung, das Verhaten von Okosystemen auf verschiedenen Skalenebenen zu
prognostizieren und nach Maligabe gesdllschaftlicher Kriterien zu  regulieren
("Okosystemingenieur") steht weder im Einklang mit einem solchen past-normalen
Wisenschaftverstandnis noch mit dem Vorsorgeprinzip (Perrings, 1991,Westra, 1997.
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Fromme Wiinsche
Mogen alle Schliissel doch
Flugs verlorengehen
Und in jedem Schliisselloch
Sich der Dietrich drehen! -
Also denkt zu jeder Frist
Jeder, der - ein Dietrich ist.

Friedrich Nietzsche - Frohliche Wissenschaft
Damit ist ferner klar, dal3 die Wissenschaft an einer
Weltkonstruktion arbeitet, die durch ihre Unterscheidungen, aber
nicht durch die Welt an sich, gedeckt ist.

Niklas Luhmann - Die Wissenschaft der Gesellschaft
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F. Parameters, prediction, post-normal science and the precautionary
principle
A roadmap for modelling for decision-making

Abstract

In the wake of the "discovery of complexity”, dynamical simulation models have become
widespread, guiding human interaction with complex systems, e.g. in ecosystem management,
environmental decision-making and risk assessment. Any model establishes a reading frame
for ecological phenomena or systems, determining the parameters which are assumed to be
adequate for the encoding of ecologica phenomena. Departing from a definition of
observation as the operation of distinguishing and designating and as the application of certain
distinctions to complex phenomena, we analyze the construction of reading frames. As
dynamical systems are the prevalent paradigm and reading frame for ecosystems, we describe
the sequence of distinctions and selections by which scientists encode ecosystems into formal,
dynamical system representations. Major shortcomings of the dynamical system paradigm are
highlighted: Dynamica systems are conceptually closed systems requiring a fixed set of a
priori defined parameters, part of which are parameters of convenience satisfying
mathematical needs and part of which are residual parameters which account for noise and
system background. Ecosystems in contrast are conceived as conceptualy open, self-
modifying systems, which constantly ("on-line") produce novelty and new parameters and
which cannot be severed from their environment. Although calibration may adapt models to
data sets of the past, it does not assure predictive capacity nor validity. While models serve
heuristic and theoretical functions and may outline the space of possible behavior, they may
be deficient instruments for the reduction of uncertainty as to future system behavior.
Different forms of uncertainty are at the heart of environmental decision-making, among them
epistemic uncertainty, which arises when the normal, disciplinary forms of uncertainty
reduction fail and which leads to debate on adequate ways of coping with uncertainty.
Epistemic uncertainty in environmental issues may call for a different type of science that
differs from normal, positivist science. Such post-normal science is transdisciplinary,
participative and context-sensitive in that it aims at the production of knowledge for concrete,
real-world problems. New forms of knowledge production such as the concept of post-normal
science in conjunction with the precautionary principle challenge the established authority of
science and may lead to an institutiona split of science into an academic branch and a
managerial, public policy branch. Correspondingly, modelling for theoretical scientific
purposes and modelling for decision-making may follow separate paths. Modelling for
decision-making may have to take into account requests for transparency and participation
("deliberation frames analysis") and the validity of model products will be judged according
to their capacity of providing context-sensitive knowledge for specific decision problems.
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1. Introduction

Models guide the observation and representation d emlogicd phenomena and they guide
human interadion with emsystems. Models of emlogica phenomena ver a variety of
model types, i.e. mental models (Paton, 1993, material model systems sich as mesocosms
and mathematica models ranging from statisticd to functional and from phenomenalogical to
causal models (Wagner, 1997. A model can be defined as a material or ided (re-)production
of an oljed by means of analogies redized by a wgntive subjed (Ehmke, 1997),
emphasizing the role of the observer and the establishment of analogies. The referents of
models are systems, or more precisely their structure (Weinert, 1995. Models are more
spedfic than theory in that they make use of a limited set of concrete parameters (Weinert,
1995 andin that they apply to a small er range of phenomena (Wagner, 1997.

Experimental model systems obey a reductionistic gpproach in that well-defined phenomena
are subjected to controlled experiments which contain a limited number of parameters and
which are shielded from the environment (Haag and Matschoret, submitted). Such an adivity
is in line with the "puzzle" solving of "norma science"(Kuhn, 1973, i.e. the solving of
delimited and well -defined dsciplinary problems.

Y et as model systems refer to idedized systems with few parameters, their contribution to the
understanding of complex emergent systems in which innumerous variables interad is limited
(Haag and Matschonat, submitted). The avent of computers and the @ncomitant
paradigmatic change towards complexity in recent decades (Emmedhe, 1997 Hedrich, 1991)
has made complex systems tractable a computers can ssimultaneously hande amuch higher
number of parameters. The rise of systems theory (Lilienfeld, 197§ in its “analyticd” variant
provided the formalisms for the encoding of complex systems (Arrowsmith and Place 1994
Ashby, 1976 Bennet and Chorley, 1978 Bossel, 1997. Accordingly ewsystems can be
encoded into dynamical systems, which attempt to cgpture the essence of emlogica systems.
Dynamica models have become widespread in the environmental sciences, smulating and
predicting the behavior of complex ewmlogicd systems (Diekkriger, 1992 Gnauck, 1995
Richter, 1999 and d the interaction d ewlogica and social/econamic systems (Costanza et
al., 1993 Underdal, 1997 Underdal, 1999. Dynamicd simulation models are enployed for
all types of environmenta prediction, management and regulatory issues (Oreskes, 1999 on
all scdes, e.g. from the locd scale a in models for nutrient (Addiscott, 1995 de Willi gen,
199)) or pesticide fate (Calvet, 1995 Wagenet and Rao, 1990 in agricultural soil, to the
regional scde & in watershed management models (Young et al., 1989 and to the global
scde @ in climate change models (Rastetter, 1996. Simulations and scenarios frequently are
used in ecosystem management, risk assessment and dedsion making.

Dynamicd simulation models have been criticized in recent years on the grounds that the
paradigm of the dynamicd system was not adequate for the representation d ecological
systems (Haag and Kaupenjohann, 2000 Kampis, 1991 Lange, 199B), and that dynamical
models were incapable of nontrivia predictions (Hauhs et al., 1996. As tods in dedsion
making simulation models were bladk boxes, opaque to ousiders and would follow an
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exclusively scientific-technical rationale (Funtowicz and Ravetz, 1992; Rosa, 1998) imposing
instrumental rationality in what should be a participative decision process (Renn et al., 1995;
Stern and Fineberg, 1996b; Webler, 1999).

In this paper we criticaly analyze the conceptual underpinning of dynamical system
modelling and the role of simulation models in environmental science and decision making.
Based on the dichotomies of dynamical systems/self-modifying systems (Kampis, 1991) and
of normal science/post-normal science (Funtowicz and Ravetz, 1993b), we ask how it is
possible to arrive at valid frames of observation for complex systems, i.e. frames which are
valid from a scientific perspective (representation function) and a societal perspective
(management function). Firstly, we analyze the role of observation in the framing of complex
systems, drawing on constructivist systems theory for cognitive (Maturana and Varela, 1980;
Maturana and Varela, 1987) and social systems (Luhmann, 1995). Secondly, the sequence of
distinctions and selections is described by which scientists abstract and encode ecosystems
into dynamical systems. Thirdly, we highlight major shortcomings of dynamical systems and
their relation to uncertainty. Fourthly, the conventional "normal” image of science is
confronted with "post-normal™ issues in which epistemic uncertainty calls for the
communicative opening of science. Finally, we depict possible consequences for (simulation)
modelling for decision-making which arise from a post-normal image of science.

2. Observation and the construction of reading frames

When constructing models of ecosystems, scientists face a frame problem: specific
parameters have to be chosen and some functional or structural relationship between these
parameters has to be expressed (Weinert, 1995) to represent a given domain of phenomena. A
parameter is conceived here as an objective-real entity or factor, which influences a given
material phenomenon causing concrete effects (Franz, 1997). As the term parameter
encompasses variables and constants (parameters sensu stricto) and as it depends on temporal
boundaries and experimental conditions whether parameter values are constant or vary, we
use the terms parameter and variable interchangeably.

The material object under study contains an unlimited number of variables; therefor scientists
need to select alist of variables, the system, which accounts for the determinate behavior of
the system (Ashby, 1976, p. 40). The construction of a reading frame for a model is not only
driven by the system under study, but also by pragmatic features related to the interests of the
model builder and the purpose for which the model is built (Stachowiak, 1983, pp. 132).

Prior to observation and distinctions, the world is unmarked, i.e. noise to an observer devoid
of distinctions. To observe anything we have to draw distinctions (Spencer-Brown, 1972). We
return to this point, when discussing the encoding of ecosystems (see fig. F.1). Observation
can be defined formally as the operation of distinguishing and designating (Luhmann, 1994,
p. 73). Basic distinctions like identity/difference and system/environment enable self-
referential systems to stand out from and to observe their environment. Such systems can be
natural systems (e.g. an organism), cognitive systems (e.g. a scientist) or socia systems (e.g.
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the scientific system), which olserve their environment based on dstinctions. Thereby
observation wses its distinctions as blind spats: It can oy seewhat it can see with the help of
these distinctions; it can nd see-what it can nd see (Luhmann, 1994 p. &). As we draw
distinctions, marked spaces emerge from the origina unmarked space The marked space
relegates noise, badgroundand contingent aspeds to the unmarked space, a sort of residue
whichisnat further differentiated.

Observing ecsystems ientificdly, we gply a series of distinctions ranging from the basic
to the spedfic. The identity/difference and system/environment distinction is the basis for
constructing clases of phenomena and o systems uch as organisms, popuations or
easystems. More specific distinctions such as producers/consumers or herbivore/carnivore
lead to a ever more differentiated model of an eaosystem. Different distinctions and the
correspondng blind spots lead to different models of the same material system, e.g. the
distinctions of a system ewlogist and a popuation emlogist lead to dfferent system
reconstructions (O'Neill et al., 1986 which may be incommensurable. The marked spaceof
the system ecologist consists of systems, subsystems, relations, compartments, pods, fluxes
etc. and dffers notably from the marked spaceof the popuation ecologist, who daes not even
consider ecosystems as g/stems, bu as contingent sets of organisms (Trepl, 1988.

Scientific observation and knovledge have particular feaures: Firstly, whereas daily life or
objed knowledge does not differentiate between a statement and its truth, scientific
knowledge resides on seand order observation, in that what has been observed is not true per
se but isin turn observed with a true/nat-true distinction (Luhmann, 1994. Science thus tries
to become aware of its bladk spats; e.g. when discussng experimental results we focus on
blad spats arising from the goplication d a certain method a theory and the crrespondng
distinctions. Secondy, science has a preference for novelty; new and abstract scientific
knowledge does not conform straightforwardly to the requirements of context-dependent
dedsion-making outside the scientific system. Thirdly, the scientific code of truth/non-truth
can nd be used to seled action (Luhmann, 1990 p. 157. Scientific knowledge thus does not
am at adion and implementation, as novel knowledge usually is not adionable and, even
more important, as the truth of a statement says littl e ebout its desirabili ty and applicability to
nortlaboratory, red-world condtions. The distinctions of science thus are not made to dedde
how to interad with and manage ecologicd or el ogicd-econamic systems.

In a functionally differentiated society, numerous Scietal systems and subsystems exist,
which perform determined functions in an exclusive way and which apply specific codes and
distinctions; e.g. in the e@namic system the basic code is olvency/non-solvency and in the
juridicd system the wde is lawfulnesgnonlawfulness(Luhmann, 1993. Different codes and
sets of distinctions form different perspectives. When it comes to environmental decision-
making, different scientific disciplines and dfferent stakeholders or social sub-/systems
organize their observation d the eavironment in accord with their spedfic codes, distinctions,
values and nams, giving rise to nonequivalent or even incommensurable descriptions of
complex emlogica or eclogical-econamic systems. Systems have been termed complex in
case that a single discipline or perspective does not sufficeto describe them (Kornwachs and
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Lucadou, 1984. This corresponds to the nation d descriptive complexity, which refers to the
relation between an olserver and a system (Hauhs and Lange, 19961). When olbserving
descriptively complex systems the perception d risk becomes multidimensional, value-laden
and frame-sensitive (Kunreuther and Slowic, 1999.

3. Encoding of ecosystemsinto dynamical systems

Scientific observers use spedfic distinctions to encode natural phenomena and systems into
formal systems, i.e. by choosing and formally relating certain parameters. Dynamicd systems
are the paradigm for the encoding of easystems. "A dynamica system is one whose state
changes with time" (Arrowsmith and Place 1994 p. ). In the following the encoding
procedure is ill ustrated, in which the modeler faces a sequence of decisions, i.e. theoretical
distinctions and adua seledions among a range of passhle seledions (Knorr-Cetina, 1991
pp. 2627).

The origina unmarked space is disentangled step by step eventually leading to a highly
formal and abstrad dynamical system employed as arealing frame for ecosystems (fig. F.1):
Into the unmarked space (fig. F.1a) distinctions are drawn, structuring the eosystem as to its
spatial comporents. Applying the identity/diff erence distinction, scientists distinguish entities
such as gedes, life forms or functional groups on the basis of classfication schemes. To
spatially group and relate entities, compartments guch as the root zone or the leaf layer are
distinguished (fig. F.1b). Such conceptual models of ecosystems resemble snapshots of the
system focusing on spatial or more astrad structures and states. The impad of processes and
of time ae envisaged as the replacement of structural elements by other structural elements or
as exchange operations among the structural elements. Accordingly, it has been clamed that
scientists aqquire privileged insight into the (spatial) structure of ecsystems; users such as
foresters in contrast may have better insight into the temporal evolution o for example a
forest stand (Hauhs and Lange, 1996)).

To ddimit and close the e®-system conceptualy (system/environment-distinction),
boundxries are introduced (fig. F.1c). Ecosystem theory advocaes bourdaries which are
based on gradients and on interaction strength, with process rates declining towards the
boundries of a system (Ahl and Allen, 1996 Mduller, 199B). Yet according to such a
definition every processwould require adistinct boundxry; therefore bourdaries usually are
conceaved analyticdly or based ona single aiterion (e.g. gradients of potential energy). The
definition d boundiries entail s the definition d boundiry condtions, steering inpu-output
behavior of the system.

Subsystems (e.g. the nitrogen cycle or the water cycle) are defined (fig. F.1d) which acoourt
for a dosed set of phenomena or processes, which demonstrate a determined inpu-output
behavior (e.g. input of N fertili zer and ouput of nitrate) and which contain a fixed number of
parameters (e.g. different pods of organic matter with dfferent turnover rates). Relations
between the different subsystems are defined and subsystems and their relations are linked to
spedfic compartments and their bourdaries. Interadion between subsystems and
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compartments are envisaged as inpu-output relationships, i.e. matter and energy are
exchanged acrossadjoining bourdaries.

a) Unmarked space b) Marked space c) System-environment
distinction
Identity/difference distinction Boundaries & boundary
conditions

structures

d) System definition e) Dynamical system
Encoding Abstract state & external time
| t | t, u = vector of environmental

inputs
» Subsystems P
v = vector of system outputs

@ + Relations @ l ( ter t
= parameter time
- »@ State F p
+ Parameters Q * f = state function

g = output function

Figure F.1. Sequence of distinctions and selections leading to the abstraction of an ecosystem
and its encoding in a formal, dynamical system. For further explanation see the text.

The spatialy bourded system is encoded into an abstract state which contains a number of
equations and parameters and which is taken to represent the eseence of the system (fig. F.1e).
The astract system state encompasses the totality of system states at a given time and
incorporates al the relevant information abou a process’s present in a state variable (Kampis,
1994). Processes are afunction d state variables and environmental inpu. The state is
updated by a transition function in which time serves as a parameter. Acoording to this
Newtonian ndion, timeis universal, invariant, reversible, external and thus detached from the
phenomena (Drieschner, 1996 Mittelstaedt, 198Q. Owing to the reversibility of time, the
effect of time can aways be "undme" by the gplicaion d the time evolution function
(Kampis, 1994. Thusit is assumed that past and future system states alike can be computed if
the astrad state is known. After encoding, the behavior of the formal dynamica system can
be cmmputed as prescribed by the theory of dynamicd systems. These computations are
transferred o deaded to the material emsystem under study and statements as to the
behavior of the emsystem areinferred.
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Modd building is a subjedive procedure, in which every step requires judgment and
dedsions, making model development “half science, half art” and a matter of experience
(Hoffmann, 1997 Hornung, 1996. The seledions employed in the curse of ecsystem
abstradion and encoding are subjed to criticism predsely because they are seledions, i.e.
because they include the possbility of alternative seledions (Knorr-Cetina, 1981 and hence
appea as contingent). Owing to the @ntingent charader of the seledions embedded into
models, models may face citique from both scientists and laymen, when employed in the
course of dedsion-making.

4. Sdf-modifying systems ver sus dynamical systems

Self-modifying systems (Kampis, 1991 have been forwarded as an dternative paradigm to
dynamical systems. Self-modifying systems are mmporent system which draw uponan open-
ended set of different types of comporents and which produce and destroy their own
comporents during their typicd activities, (Kampis, 19920). Ecosystems as slf-modifying
systems produce new variables for example due to the mwme and go of organisms, due to new
environmental contexts, in which hidden phenctypic expressons appear or due to competition
or evolutionary processes. As slf-modifying systems pick up information orline (Kampis,
1992a), it isimpossble to map al the relevant properties of the cmmporents in advance. Thus
parameters and variables are definable only a posteriori.

Dynamicd and self-modifying systems are oppcsed in Table 1. The traditional Newtonian
paradigm is esentiali st (implicit model platonism) and hes established a (platonic) preference
for "being”. Clasdca Newtonian systems are eistemicaly closed, static “off-line” systems
whose astract state remains fixed and urtouched by system dynamics and evolution duing
the run-time of the system. The &stract state can be aptured from outside, i.e. from an exo-
perspedive with respect to the system. The paradigms of self-organization (Krohn et al.,
1990 and self-modification (Kampis, 1999 in contrast emphasize process time and
"becoming’. As systems are self-referential an external point of reference is lost and the
observational frame of external observers bemmes outdated, as the self-modifying on-line
system moves on.

For short time frames the dynamical system approach may be valid, bu on the large scde the
dynamical exo-models bre&k down (Kampis, 1994. On the time scdes targeted by
sustainability, emlogicd systems may have to be mncaved as ®lf-modifying systems, as
well as the aognitive (i.e. human individuals) and socia systems (e.g. the science system)
which olserve and interact with them .
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Table F.1. The classical, reversible, essentialist paradigm, which dynamical systems refer to
versus self-modification as a case of original self-organization (adapted from Haag and

Kaupenjohann (2000); cf. Kampis, (1994), Paslack (1991).

Essentialism Self-modification
(Reversibility) (Irreversibility)
Being-Becoming Properties Relations
States Confluences
Identity through change Potentiality
Objects Locally and a priori definable Globaly and a posteriori
definable context- and time
dependent
Causality Transparent Opague
Strong Wesak
Linear Non-linear; circular
System Dynamical systems Growing systems
Analytically defined Realistically defined
Given hierarchy Self-created hierarchy
Closed Open
Complexity Constant Variable
Environment Environment structures system Systems structure environment
External regulation Internal regulation
(externa drivers)
Time Scalar, universal parameter time  System time
Exotime Endo-time
Dynamics/ Reversible tragjectories Irreversible Process
Devel opment Continuity Bifurcation
Regularity Singularity
Computability Computable Non-computable

(Set not definable in advance)

5. Parameters, prediction and uncertainty

5.1. Parametersin dynamical systems?

As scientists observe the world in terms of parameters, the definition of parametersis critical.

Encoding leads to conceptually closed systems as the drawing of a marked space relegates

anything but the a priori defined set of parameters to the background of the system. Critique

of the dynamical system approach in the environmental sciences focuses on parameters:

* Many parameters are parameters of convenience as parameters are tailored to the needs of
the theory: "A model isawork of fiction. Some properties ascribed to objects in the model
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will be genuine properties of the objeds modelled, bu others will be merely properties of
convenience [..] to bring the objeds moddled into the range of the mathematicd
theory.” (Cartwright, 1983, p. 153. Thus parameters frequently ladk physical meaning
andreferenceto redity (Haag, in press.

» The set of parameters is closed a priori. Y et ecosystems possessan infinity of parameters
and there ae no theoreticd grounds in ewmlogy to dstinguish the system from
noise/badkground (Haag and Kaupenjohann, 2000. Moreover, while the self-modifying
easystem constantly produces new parameters, no dynamical system can give acount of
the complexity of the temporal production d variables (Kampis, 1999.

» Time is detached from the eosystem, linearized and treated as an external parameter in
dynamical systems. However, ecosystems organize time internally (system/endo time
(Kampis, 1994 Kimmerer, 19%) and ewsystems are historicd systems (Hauhs and
Lange, 199@) with nontrivial longrange rrelations (Ebeling, 1997, whose record of
past behavior determines future behavior (Foerster, 1998).

* To asaure anceptua closure of the system, the parameter set isto be complete. Closure,
however, is relative to the domain of phenomena of interest and to the theory (Radder,
1986. Thus the choice of parameters is determined by the interests, the theory and the
correspondng distinctions of the respedive observer. What seems a meaningful parameter
to ore observer may beirrelevant to another.

5.2. Prediction, validity and reference

The parameter values of a dynamicd system have to be calibrated for a specific natura
system. As many parameters are parameters of convenience ladking empirical counterparts
and as parameters in natural systems are spatially distributed and can orly loosely be
restricted by measurement (Lange, 1998), models offer a high number of degrees of freedom
for cdibration: Accordingly, models can be aljusted to data sets of the past. However,
cdibration daes naot ensure predictive cgadty: No data set can represent the range of
naturally occurring condtions (Konikow and Bredehoeft, 19929, so that the model is left in
the limbo, when the natural system leaves that range. Any observer’s domain of experience
encompasses only a smal windowv of possble events, from which it is difficult to induce
future events (as in predictive modelling). Take Russl’s chicken as an illustration d the
imminence of surprise: The dicken waits eagerly for the farmer, who comes to feed her first
thing in the morning - until the unexpeded day that he comes to chop df her heal. In
ewmlogy, the setting of a system may change & easily, partly invalidating past observational
data with respect to their predictive cgadty. In ather words: "What a system does depends on
the setting, and the kinds of settings necessary for it to produce systematic and predictable
results are very exceptional” (Cartwright, 199). Self-modificaion may change the setting
and lead to fundamental nonpredictability, as in the curse of time the reading frame of the
dynamical model may be invalidated as new variables emerge in the real-world system.
Dynamicad simulation models have acordingly been criticized for lack of empirical check
(Mac Lane, 1989, lack of reference to redity (Haay, in pres9, lack of predictive capadties
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(Hauhs et al., 1996 Oreskes, 200Q Oreskes et a., 1999 and lack of transparency (Funtowicz
and Ravetz, 199). Effective tests for demonstrating what sort of corresponcence there is
between model and reality are argued to be &sent (Funtowicz and Ravetz, 1992 and it is
clamed that it is imposshle to validate models for principle reasons (Konikow and
Bredehoeft, 1992 Oreskes, 1998 Oreskes et a., 1994 Rastetter, 199. While simulation
models may lose and loosen contact to redity (Baudrillard, 1991 Haag, in presy, the
consequences of dedsions based onsuch models are red.

Oppasing a predictive role for dynamicd simulation models Haag and Kaupenjohann (2000
agreewith Oreskes et al. (1994 that simulation models are heuristic todls that may "resonate
with nature’. Models have theoretica value & they can be used to reved ecosystem
properties and to examine different ecologicd theories (Jargensen et a., 19%) and can be
asked scientific questions abou properties (Jergensen, 1991).

Simulation models produce statements rather on pesble but not on adual system behavior
(Caswell, 1989, i.e. they outline a space of posgbles or of potentiality; herein lies an
unparaleled strength of simulation modelling. The redization d spedfic states within this
space is uncertain, resembling the situation in the laboratory sciences: Employing closed
systems which are shielded from the environment, scientists assss cgpadties, e.g. the
cgoacity of aspirin to relieve headadhes (Cartwright, 1994, bu whether this capadty is
adually realized in an open, concrete red-world system, i.e. whether aspirin actually relieves
today’s headacdhe, is beyond anticipatory scientific knowledge. Although the future behavior
of exlogicd systems remains uncertain, humans constantly have to dedade on how to adually
interad with concrete systems.

5.3. Uncertainty and models

Simulation models can be mncaved as instruments for the reduction d uncertainty as to the

behavior of emlogicd systems. Scientific uncertainty may be dasdfied as (a) data

unavail abili ty, (b) ignorance, i.e. the fad that scientific evidence canna be generalized and ()
indeterminacy, i.e. the fad that the parameters of the system are unkrnown (O'Riordan and

Jordan, 1995. Simulation models relate to this classficaion d uncertainty as foll ows.

» Data unavail abili ty: Simulation models frequently are used to make up for lacking data;
yet the referenceto redity and the validity of model outputs canna be verified.

e Ignorance: Simulation models like any models face atrade-off between generaity and
concrete significance, i.e. either they refer to spedfic systems with a specific setting and
history, entailing littl e for the general case or they are dstrad general models entaili ng
littl e for the spedfic case (Cartwright, 1983.

* Indeterminacy: Whether the selection d parameters for a dynamicad model is valid for the
domain of phenomena of interest it was intended for or for other domains canna be stated
apriori. Self-modification may further reduce validity in the murse of time.

Another classfication o uncertainty distinguishes technicd, methoddogicd and

epistemologicd uncertainty (Funtowicz and Ravetz, 1993). Tedhnical uncertainty can be

remedied by a better conceptual and materia closing of experimental systems (Haay and
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Matschoret, in presg. Uncertainty as to which methods are alequate still revolves aroundthe
question by which means true knowledge can be adieved. In epistemic debates, however, na
the truth of statements is at stake but the plausibility of conflicting knowledge dams
(Schomberg, 1993. In a situation d epistemic uncertainty analogies from well-known aress
of research are invoked, bu as the principles and paradigms of these areas differ there is no
common ground as to the way how new knowledge to reduce uncertainty is to be acquired.
Environmental dedsion-making frequently confronts issues of epistemic uncertainty, take eg.
the debate on geneticdly modified organisms in which ewlogists and moleaular biologists
resort to their spedfic disciplinary principles, analogies and models to make up for lacking
anticipatory knowledge (Kolek, 1993 Schomberg, 1998). On which paradigms smulation
models $houd be based and whether simulation models are valid instruments at all becomes a
matter of epistemic debate in such environmental isaues.

6. New forms of knowledge production to address uncertainty?

6.1. Normal science versus post-normal issues

When simulation models are used to addressred-world dedsion and management issues guch
as large scale pdlution, watershed management and climate dchange they are faced with
problems that differ considerably from the well-defined problems addressed succesgully in
the framework of normal, pasitivist science producing knowledge in "Mode 1" (Gibbors et
a., 1997%. Mode 1 aims at universal, obedive and context-free knowledge and hes led to a
complex assciation d ideas, methods, nams, pradices, instruments and institutional
condtions. Scientific disciplines which are dharaderized by cognitive and social hierarchies
are its basic units. Knowledge production in Mode 1 usually shares the following positivist
pasitions and asumptions with namal science Firstly, the world dvides into facts and
phenomena, making nature capable of reductionistic, mathematicd explanations. Secondy,
the perception d phenomenais and must be independent of values, nams and goals. Thirdly,
systems are to be studied which are "highly abstraded and idedised replicas of phenomena,
being charaderizations of how the phenomena would have behaved had idedised condtions
been met." (Wenert, 1995. Messng with red-world systems outside the laboratory is
unwarranted.

In contrast, post-normal issues (Funtowicz and Ravetz, 19930 ded with ill -defined problems
(Schadlz, 1997 in concrete, entangled and complex eanamic-ecologicd systems, frequently
invalving locd-global interadions, large scdes, broad scopes and a high degree of uncertainty
of al kinds, naably epistemic-ethicad uncertainty: The traditional oppasition o "hard" fads
and "soft" values isinverted as here dedsions are foundthat are "hard" in every sense, bu for
which the scientific inpus are irremediably "soft" (Funtowicz and Ravetz, 1991. The
observation and description d post-normal issues canna be severed from the perspedive of
the observer or the observer’'s values and rorms; different perspectives, damains of
phenomena of interest and decisions dakes lead to dffering, nonequivaent system
descriptions.
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6.2. The precautionary principle

For post-normal issues, frequently the precautionary principle is invoked. The precautionary
principle has four dimensions, (a) the threat dimension, (b) the uncertainty dimension, (c) the
action dimension and the (d) command dimension and can accordingly be phrased in general
form as follows: "If there is a threat, which is uncertain, then some kind of action is
mandatory” (Sandin, 1999). Normal science is not competent as to these dimensions, because
it (@) excludes values and thus threats from its realm, (b) trains for the exclusion of
uncertainty by establishing closed systems but not for communicating and managing
uncertainty in open systems and (c) has no code/distinctions for the selection of action nor (d)
for their justification. Thus the precautionary principle challenges the established authority of
normal science, calling for adifferent type of science.

6.3. New forms of knowledge production
Normal knowledge production according to Mode 1 contrasts with an emerging way of
knowledge production, Mode 2, encountered, envisioned and called for in the environmental
sciences and areas such as technology assessment, climate, risk and sustainability research.
Knowledge production in Mode 2 takes place in heterogeneous contexts of concrete
applications, framing and solving problems for concrete and local contexts (Gibbons et al.,
1997). It involves transdisciplinarity (Gibbons et al., 1997; Nowotny, 1999) disregarding
disciplinary methods, hierarchies and boundaries. The concept of post-normal science
(Funtowicz and Ravetz, 1992; Funtowicz and Ravetz, 1993b) is akin to Mode 2 production of
knowledge. Post-normal science has to cope with the framing of complex systems under
conditions of uncertainty and perspectivity. Post-normal science comprises three aspects, (a)
the increased relevance of values, (b) the switch from the traditional Newtonian paradigm to
self-organization (Tab. 1) and (c) the recognition of the indeterminacy of ecosystem
development (Westra, 1997). It differs from normal science particularly concerning
epistemology and the way how scientific (sub-)systems (e.g. disciplines) are closed and
secluded from other scientific and social systems (Tab. 2). Extending the concept of post-
normal science leads to a managerial conception of science in which skills and judgement
become important (Funtowicz and Ravetz, 1993a; Nowotny, 1993). New forms of knowledge
production such as strategic research, post-normal science and Mode 2 converge in the
following points:

» Transdisciplinarity (Jaeger and Scheringer, 1998; Nowotny, 1997): Redl-life/real world
problems instead of isolated disciplines drive the definition and delimitation of issues.
Methods are tailored to real-world problems instead of adapting the problems to
disciplinary boundaries and methods.

» Non-equivalent descriptions: There is no privileged epistemic access to complex systems
that would allow for a single, objective description; instead different perspectives lead to a
plurality of legitimate system descriptions which cannot be reduced to a common
denominator (relativity of parameter selection; epistemic debate, endo-perspectives).
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Management of uncertainty and extension d the pea community: While normal science
dispaoses of common standards of quality and of validation, in a situation d epistemic
uncertainty the quality and validity of scientific results becomes a matter of debate
(Schomberg, 1993. Stakeholders from different scientific disciplines and from the “lay”
pulic participate in quality control, which leads to the democratization d science
(Funtowicz and Ravetz, 1994 Rdling and Jiggins, 1994. "Quality control can nolonger
be performed by a restricted corps of insiders [...] Knowledge of locd condtions[..] can
also determine which data is drong and relevant” (Funtowicz and Ravetz, 1993),
particularly as scientists are trained to abstract and @eneralized conceptions
(decontextudli zation). Scientists shodd communicae uncertainty and the quality of data
to dedsion-makers (Costanza & al., 1993. This hadds particularly for the output of
simulation models, as in the minds of their users, simulation models may aajuire an "aura
of redity" (Philip, 1993, and aduality, although they may only outline a space of
possbles.

Participation and communicaive rationality: Following the guideline "deliberation frames
analysis - analysis guides deliberation” establi shed by the U.S. National Research Council
for risk isaues (Stern and Fineberg, 1996 deliberation and dscourse anong stakeholders
serve to identify phenomena and parameters of interest, to formulate problems and to
frame observation. Methoddogicd fourdations for stakeholder participation have been
laid in recent years (Renn et a., 1995 Stern and Fineberg, 1996 Webler, 1999, mostly
referring to dscourse ahics (Kettner, 1993.While the instrumental and strategic
rationality of normal science asaumes a top-down dffusion d scientific knowledge into
the "Lebenswelt" (i.e. the rea-world), communicaive rationality (Habermas, 1997
Roling and Jiggins, 1994 emphasizes discourse and regotiation. Knowledge daims as to
socio-elogical complex systems and the pertaining risks are regarded as dependent on
social constructions (Rosa, 1999. #

Precaitionary principle: Action in advance of scientific proof but in acord with
stakehalders' vital interestsis warranted (Perrings, 1991 Westra, 1997%.

New forms of knowledge production would play an adive role in the @nstruction d frames
of observation for sustainable ecosystems.
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Table F.2. Normal, pasitivist science vesus post-normal science (compiled and adaped from
Funtowicz and Ravetz, 1993a Funtowicz and Ravetz, 1993k Nowotny, 1999h Réling, 1996
Roling andJiggins, 1994 .Differences mainly attain epistemology and the dosure/opening o

scientifi ¢ (sub-)systems towards other scientifi c subsystems (e.g. dsciplines) andsociety.

Normal science

Post-nor mal science

Epistemology Essentialist Constructivist
Exo-perspectives Endo-perspectives
Abstraction Context
Universal knowledge Reconfiguration of knowledge in
context (local)
Regularities Singularities
Objective scientific truth Plurality of perspectives
Single description Non-equivalent descriptions
Rationality Instrumental/strategic Communicative
Methods Disciplinary Transdisciplinary
Established; universa Problem-driven; specific
Peer community Closed expert system Extended peer community
(Stakeholders)
Quality control Disciplinary Transdisciplinary
Universal Context-specific
Problems/issues Puzzles [11-defined issues

Disciplinary definition Real-world formulation

Analysis frames deliberation deliberation frames analysis

Uncertainty Technical Epistemic
Low High
Risk Scientific-technical Social construction

Stakes Low High

7. Towards Context-sensitivity: Post-normal modelling?

Conventionally, ssimulation models for risk assessment and decision-making follow a
scientific-technical rationale and are opaque to outsiders, whether other scientists or the public
(Oreskes, pers. com.). Modelers select the phenomena and parameters they regard as relevant,
ignoring the perspectives of other observers and modelers decide on the validity and
applicability of models. Such practice accords with Mode 1 production of knowledge
(Gibbons et al. 1997) and is justified if models are intended as theoretical or heuristic
instruments. If models are conceived for decision support, however, science leaves the
confines of academia and becomes managerial science, which is "no longer immune from
society"; thus two types of science may come into co-existence: "An institutional split [...] is
likely to occur within the sciences - between a public policy branch and an academic branch.”
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(Nowotny, 1993. Environmental modelling may perform a similar split into a pullic palicy
branch and an academic branch.

"Managerial modelling” shoud in ou view be guided by new forms of knowledge
production, in which stakeholders participate in the framing of systems ("deli beration frames
anaysis'). The dhoice of the domain of phenomena of interest, of the alequate theory and o
the parameters and the seledion and evauation d models for deasion puposes thus would
be the task of an extended pea community operating in and for locd contexts. Dynamicd
models offer a remarkable potential for consensus building in concrete environmental
dedsion situations (Costanza and Ruth, 1999.

7.1. Validation asthe establishment of legitimacy?

Some form of environmental forecasting is certainly necessary as in the "extended present”
we ae living in, humans dispose of and partly predetermine the future dready in the present,
reducing future degrees of freedom (Nowotny, 1995 . Notwithstanding, we do nd agreewith
the notion that models can be used for predictionin aliteral sense, as smulation models lack
predictive capadty for red-world systems and canna be validated (for an in-depth dscusson
of validation see Haag and Kaupenjohann (2000, Konikow and Bredehoeft (1992) and
Oreskes et al. (1994.

The original meaning of validation is not necessrily the establishment of truth bu of
legitimacy, typicdly given in terms of contracts and arguments (Oreskes et a., 1994). In the
faceof the impaosshility of operational and conceptual validation, some modelers conceive
validation as a transientific requirement (Rastetter, 19%). Validation thus bewmmes a
negotiation pocess in which criteria of validity are negotiated correspondng to the
uncertainties, stakes and interests involved. In acordance with the precaitionary principle,
forecasting would become a matter of puldic negotiation, d arrangements between “best
guess’ predictions and socia weightings of agreed criteria (O'Riordan and Jordan, 1999.
Interaction with the eosphere is arisky endeavor, in which risk can be mnceaved as a game
in which the rules must be socially negotiated within the context of spedfic dedsion problems
(Kunreuther and Slowic, 1996. Consequences arising from this for the framing and
transparency of models and for the communication d uncertainty may be guided by the
principles of the new production o knowledge.

7.2. Recontextualization

Since ealy modern times gience strives for universality and control of the world, which are
tied to context-independence, i.e. abstractability of knowledge and information from the
natural world, and to the principle of identity through change (Merchant, 1987%. In contrast,
knowledge productionin Mode 2 ceaes to define reli able knowledge in a universali stic sense,
but becomes tied to a particular context. It is argued that if scienceisto avoid becoming stuck
in the objedivity trap, it has to develop geater context-sensitivity (Nowotny, 199). Societal
contextualization d knowledge implies that reliable knowledge will be tested na in the
abstrad, but under very concrete and local circumstances. (Nowotny, 1999. Thus gientific
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models have to be evaluated for specific decision problems and specific economic-ecol ogical
contexts.

Particularly in situations in which indeterminacy is important, contextual and local (lay)
knowledge may contribute to the validity of models as has for example been demonstrated for
a monitoring and modelling system for urban air pollution in an English town. The
formalizations and idealizations incorporated into the model by (external) scientists did not
account for specific local environmental conditions and the idiosyncratic behavior of social
and biological actors. The authors of the study conclude that "to build robust and legitimate
models, public bodies will need to devise methods of consultation and participation not only
when the model is running, but also in setting out the objectives and parameters of the model
initsearliest stages' (Yearly, 1999).

8. Conclusions

Dynamical systems are the reading frame for the scientific observation of ecologica systems.
The encoding of ecosystemsin dynamica systems has been challenged in this article: (1) The
sequence of selection leading to the encoding is relative to a specific domain of phenomena of
interest, to the underlying theory and to a specific perspective, consisting of a set of
distinctions and selections established by a certain discipline or "school”. (2) Dynamical
systems are defined by a closed set of variables, although in ecosystems there is an unlimited
supply of things not accounted for in a given model (unmarked space). Simulation models
have limited predictive capacity and it is impossible to validate them, so that they are
deficient instruments for the reduction of uncertainty as to the behavior of ecological systems.
However, models outline the space of behavioral possibilities and it is in this sense that they
have anticipative value in decision processes, particularly as human impact on ecosystems
presumably accel erates the production of novelty in ecosystems.

Normal science trains for abstraction, decontextualization and exo-perspectives and provides
established methods (e.g. more and better data) for the reduction of uncertainty. In many
environmental issues, however, uncertainty is of an epistemic nature and can only be partly
remedied; coping with epistemic uncertainty in concrete contexts of application is not a
particular strength of normal science. Where future system development cannot be predicted,
let alone controlled (as contended by the notion of ecosystem engineering) the local, variable,
temporal and spatial context gains importance; a multiplicity of endo-perspectives thus
obtains priority over a universal exo-perspective (Nowotny, 1996). The concepts of Mode 2
and of post-normal science provide frameworks for such issues. However, Mode 2 and post-
normal science, the precautionary principle and the contextualization of knowledge
production challenge the established authority and the monopoly of science to define reality.
Scientific perspectives, reading frames and descriptions of ecologica and economic-
ecological systems compete with other descriptions of the same system and the aptitude to
define and frame problems interactively and transdisciplinarily are the test stand for a
manageria science. The authority of science becomes tied to concrete practices, their results
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and impacts (Nowotny, 1999). These developments will presumably resonate in ecological
modelling: On the one hand models may continue to make a contribution to ecological theory.
On the other hand, modelling in the interstice between science and public policy may become
embedded into the "deliberation frames analysis, analysis guides deliberation” framework.
For this purpose models should become more transparent, framing of models and model
choice and the evaluation of models should involve extended peer groups (stakeholders, local
actors) and knowledge conveyed by models is to be configurated for concrete problem
contexts. Modelling thus could contribute to the organization of knowledge, e.g. it could
catalyze mutual learning processes and it could contribute to the integration of scientific and
non-scientific knowledge and of exo- and endo-perspectives.
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All streams flow into the sea, yet the sea is never full.
Ecclesiastes

Aber diese Schlechtmachung jenes Guten,

das auch noch im vorhandenen Unvollkommenen steckt,

konnen wir uns nicht leisten: endliche Wesen haben nicht so viele
Eisen im Feuer, daB sie auf irgendeines verzichten konnten.

Odo Marquard - Apologie des Zufilligen
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G. Landscape Fate of Nitrate Fluxesand Emissionsin Central Europe:
A critical review of concepts, data, and modelsfor transport and retention

Abstract

Agroecosystems are leaky systems emitting nutrients like nitrate, which affect ecosystems on
arange of scales. This paper examines the fate of nitrate on the landscape level focussing on
how landscape components either facilitate or impede N translocation from the field to the
stream (headwater). Acccording to their role in landscape metabolism, two categories of
landscape components are distinguished, ecotones/retention compartments and
conduits/corridors. Conduits such as macropores, preferential interflow-paths, drainage tiles
and streams rapidly relocate nitrate to headwaters. Retention compartments like the capillary
fringe/saturated zone and riparian vegetation eliminate N through denitrification. The
differential role of compartments is illustrated with quantitative examples from the literature.
On the landscape level retention potential for N is spatially variable and quantitatively
limited, while its realisation is uncertain. Notwithstanding, the literature indicates that on a
watershed basis the bulk of total N input is retained; thus the potential is discussed for the
retention of nitrate on different scales, i.e., the field, landscape, regional and global scale. The
transitory retention of excess nitrate in soil and subsoil solution, soil organic matter,
groundwater and riparian vegetation may delay nitrate discharge to the aquatic system for
decades, contributing to the low emission factors on basin scale. The adverse effects arising
from denitrification are discussed, presenting data on the emission of nitrous oxide from the
entirety of the different landscape compartments. It is concluded that reliance on landscape
metabolism and self-purification postpones the problem of global N overload and partially
transfers it to the atmosphere. An assessment scheme is presented which in the face of the
unpredictability of ecosystem and landscape behaviour is risk oriented (instead of impact
oriented). The scheme uses a budget approach, which accounts for the critical role of
corridors and considers the scale and scope of N emissions. A conceptual framework for the
remediation of N overload is presented which rests on the realisation of cycling principles and
zero-emission approaches on al scales of agricultural production and which pleads for
regional approaches that transcend sectora boundaries and take account of overall regional N
fluxes.
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1. Introduction

Agricultural systems are eosystems that are maintained in an immature state due to human
intervention (Odum, 1969. Control is largely external (Odum, 1984), manifested by frequent
external inpus of nutrients and energy, which are large compared to interna fluxes and
cycling. As plants are regularly removed from the system, plant and decompaoser adivity are
demuded. Compared to natural ecosystems, agroesystems are le&ky systems with greaer
amourts of nutrients flowing in and ou (Hendrix et a., 1992 Magdoff et a., 199%. The
emitted substances are dispersed in the environment by transformation and transport
processes. Transformation processes break up moleaules, augment the number of “small
moleaules” (Addiscott, 1995 and thus increase entropy. Transport processes distribute
substances along gradients of patential energy in the environment of agroeasystems.
Intensive N fertilisation and dsrupted N cycles have brought abou the emisson d
considerable anourts of N compound. In terrestrial easystems N is mostly translocated as
nitrate, which is subjed to massflow and leading. Average nitrate leaching from terrestrial
emsystems in Central Europe is 15 kg ha'yr™: N leaching is 15.9 kg ha'yr? in Germany
(Werner, 1999, 15.0kg ha'yr™ in the watershed of Lake of Constance, the second largest
European lake (Prasuhnet al., 1996, and 14.7kg hayr* in the canton Bern in Switzerland
(Prasuhnand Braun, 19%).

The scope of N impads ranges from adverse dfeds on (ground)water quality over
addification and eutrophicaion d aguatic ecosystems to loss of biologicd diversity, and to
impads on atmosphere and climate, e.g., nitrous oxide & greenhouse gas (Lehn et a.; 1995,
Vitousek et al., 1994). Ecosystems on avariety of scades are dfeded by N emissons. On the
locd scde, groundwvater quality and headwaters are affeded. On the regional scde, rivers and
lakes recave large N loads, roughly half of it deriving from agriculture; e.g., in the European
Union rivers recave 55% (Isermann and Isermann, 1997 and in Germany 44 % (Werner,
1994 of total N inpu from agriculture. Agricultural adivities accourt for 64% of N input into
the Lake of Constance and to natural background concentration for only 36% (Prasuhnet al.,
1996. Rivers discharging into seas are amajor corveyor of N. With resped to N, the North
Seadrainages are anong the most disturbed regions. Average net anthropogenic N input into
watersheds is 3900kg km2yr, 83% of which derive from fertili sers. The resultant discharge
to the seais 1450 Ig N km2yr' on average (Howarth et a., 1996. This paper therefore
focuses onthe fate of agricultural N in Central Europe.

2. Assessing N fluxesin agr oecosystems

A variety of approaches has been developed to assessthe N fluxes arising from agricultural
production and to evaluate potential impads on the environment.

On the field scde, the risk of N lossis asessd with index models, budget approadches and
simulation models. Index models characterise risks only quditatively. Examples are
DRASTIC (Aller et a., 1987 and KUL (Eckert and Breitschuh, 1994 Kerschberger and
Eckert, 1994. Index methods 2uch as DRASTIC correlate only wedkly with measured nitrate
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inputs into the groundwater (Canter, 1997), hence they are only suitable for the tentative
screening of problem areas. Budget approaches indicate site specific risk of N loss and
potential disequilibria (Bach, 1987; PARCOM, 1994; Wendland, 1994). Simulation models
for the N cycle represent processes of the N cycle at point and field scale (de Willigen, 1991;
de Willigen and Neetson, 1985; Groot et al., 1991). They have been applied to study the effect
of certain agricultura measures on emissions on field scale, e.g., (Dijkstra and Hack, 1995;
Line et a., 1993; Rode et al., 1995). However, the smulation of N dynamics and the
assessment of output potentials neither address the path nor the fate of nitrate emissions.
Recently, attempts are made to adapt life cycle assessment procedures to agricultural
production systems (Vito, 1998). Life cycle approaches assess the impact of agricultural
production systems on the environment in terms of effect potentials; they disregard the spatial
dimension and setting.

On a catchment scale, agricultural non-point-source (Ag-NPS) models are employed. They
usually are built on field-scale models of losses that are aggregated at the catchment scale.
Ag-NPS models in conjunction with GIS applications have been used to investigate the
relation between land use (i.e., land cover pattern and land use proximity to stream channels)
and N chemistry (Hunsaker and Levine, 1995; Tufford et al., 1998) and to study the impact of
best management practices on water quality (Hession et a., 1989; Prato and Shi, 1990; Tim
and Jolly, 1994). Models are compared by Novotny (1986), Line (1993), while Loague et al.
(1998) draw attention to the uncertainties intrinsic to this approach. Key limitations of the Ag-
NPS models are twofold (Merot and Durand, 1997). Firstly, they are distributed models
resting on the assumption that parameters for each individual cell are perfectly known and
that the catchment response is the aggregation of the functioning of the cells. Secondly, the
classical Ag-NPS models such as ANSWERS or AGNPS do not explicitly take account of
retention zones like hedges or riparian vegetation, overlooking processes which are essential
for the functioning of buffer zones.

The mentioned approaches only crudely address the role of the landscape into which
agricultural sites and affected ecosystems are embedded and in which transport and retention
of matter take place. Leached nitrate passes a number of compartments and landscape
elements prior to discharge to the aguatic system. Having left the root zone, nitrate passes the
vadose zone (subsoil) and a capillary fringe, eventually reaching an aquifer. Often distinct
aquifer storeys coexist, in particular an unconfined shallow aquifer may be underlain by
(semi-)confined, deeper aquifers. Lateral transport of nitrate takes place in interflow, drainage
tiles and aquifers. A riparian zone may be crossed prior to discharge into a stream. The
hydrological setting and the resultant hydrological routing can be rather complex, steering
contact times and time lags between in- and output and retention. Retention of nitrate is either
due to plant uptake or to denitrification. While the first represents temporary storage in the
system, the latter leads to the eimination of N from the system. The steering factors and
conditions of denitrification in laboratory and field have been discussed el sewhere (Ferguson,
1994, Groffman et a., 1987). The different compartments function as "landscape organs’
(Rapport et a., 1998) contributing to a specific landscape metabolism. With the metabolism
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metaphar the idea of the "self-purification” of both terrestrial and aguatic systems is
asciated. Yet where in the landscape retention adually takes place ad whether retention
potentials can be sustained in the long run, is not clear.

In the following landscape metabalism and its potential elements are investigated. Based on
the concepts of hierarchy theory, sustainability and landscape diversity (Barrett, 1992, a
conceptual framework is developed for the distinction d interfaces and corridors. Interfaces
or eqotones are landscape organs attenuating matter fluxes and their impad on aguatic media;
corridors lead to the rapid translocaion d matter, increasing environmental risks. A review is
provided o the retention a transport potential of the different compartments along the way
from the field to headwaters, which daminate water quality downstream and which
consequently shoud have priority in water protedion (Haycock et al., 1993. The retention
potential of landscgpesis criticdly discussed and the wide scale and scope of nitrate loses is
highlighted. Finally, a risk assesanent scheme and concepts for remediation are sketched,
taking acoourt of the unpredictability of ecosystem behavior and d the importance of
balanced budgets and closed nurient cycles. It is concluded that sustainable agricultural
management shoud avoid end-of-the-pipe solutions (relying e.g. onthe retentive potential of
riparian vegetation), bu employ scaar system approades, in which natura cycling principles
shoud be the benchmark for best management.

3. Conceptualisation of nitratetransport and retention

Landscgpes are heterogeneous "patch-works", in which spatial pattern and processs interact
(Turner, 198) to produce domains in which ether retention a transport of matter dominates.
The ensuing landscgpe dements operate & biogeochemicd procesors of matter, governing
matter fluxes and budgts on the landscape level (Frede and Badh, 1995. Ecosystem theory
conceves landscagpe dements as comporents of a nested, inclusive hierarchy with hdons as
the basic units (Ahl and Allen, 1996,Allen and Hoekstra, 1999. Transfers and pocesses
inside ahoon are more intensive than the annexions between dfferent holons, whil e process
rates exhibit stegp gradients at the margins of halons (Muller, 1992. Holons are delimited by
boundries which ad as differentially-permeable membranes fadlitating some ecologicd
flows but impeding others (Wiens et a., 1985.

3.1. Retention elements

Boundaries are locaions where the rates of ealogicd transfers tend to change abruptly; they
increase landscgpe resistance (Forman, 1995, and they are important control points for
material flux (Naiman et al., 198§. Spatially they are expressed as transitional zones or
eotones (Hansen et al., 1989, particularly at aguatic-terrestrial interfaces (Naiman, 1990Q.
Ecotone width depends on the type of flux under consideration, with physicochemicd flows
creaing the widest eatones (Gilbert et al., 1990. Retention in transition zones is due to
storage in pods with long turn-over times, e.g., nurient stocks in vegetation (Johrston, 199)
or the passve soil carbon pod with turnover times of up to 1000years (Parton et al., 1988;
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retention also includes elimination and transfer to the atmosphere (denitrification). Retention
islargely determined by retention time and area of contact. Accordingly, water retention time
isthe most critical factor for N removal in wetlands (Jansson et al., 1994a). From a landscape
health perspective interfaces are critical landscape organs (Rapport et al., 1998), regulating
the flow of materials across landscapes and acting as sinks in landscape transport (Tim and
Jolly, 1994).

3.2.Corridors

Corridors are conduits connecting holons and elements of larger scales (Allen and Hoekstra,
1992). Corridors are expressed structurally as preferential flow-paths on different spatial
scales. They usualy are part of a hierarchical pattern of flow-paths. For example in funnel
flow, water is gradually congregated into preferential flow paths and its movement can be
conceptualized as a network of tributaries merging into rivers (Ju and Kung, 1997).
Macropore networks have been found to be continuous laterally (interflow) and verticaly
(Mosley, 1982). Other examples for the hierarchical pattern of corridors are linear forms of
erosion (Helming and Frielinghaus, 1998), and the network of streams and rivers (Petts,
1994). Typical corridors areillustrated schematically in Figure G.1.
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Figure G.1. Corridors in an agricultural landscape. Corridors are doorways of the
agricultural system, through which substances bypass on-site and off-site retention zones and
are conveyed directly and quickly to the aquatic system. Note the hierarchy of surface
corridors, ranging fromrills to streams.
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In corridors matter translocation is rapid, so that residence time is hortened, retention zones
are bypassed and spatial distances are bridged. Substances are “flushed through” corridors and
internal processng of matter entailing transformation, cycling and retention is restricted
(Fig. G.2). Contact and interaction with corridor bourdaries is limited. For example in soils
thereis hardly any lateral interadion between corridor and soil matrix in maaopare or funnel
flow (Ju and Kung, 1997%. In the fluvial system of headwater catchments, the physical and
chemicad processes are dominated by longitudinal processes as well (Petts, 1999.

While hdons, boundriedinterfaces and corridors are cnceved theoreticdly, spatially
explicit compartments can be dasdfied as retention, intermediary and condut compartments
(Fig. G.2), based on owrall partitioning between transport and retention o matter .
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Figure G.2. Classification of landscape elements and compartments. Ecotones and corridors
are conceived conceptually. Compartments are explicit sections of space, which are
distinguished according to overall matter processing rate. Water flow follows gradients of
potential energy. Towards the lateral boundaries of the compartments process rates decline.
Internal cycling (indicated by circular arrows) and residence time (indicated by reciprocal of
length) varies considerably. In conduits residence times are particularly low. The terms
corridor/conduit and ecotone/retention compartment will be used interchangeably in the text.
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3.3. Focus on nitrate leaching to headwaters

Agricultural contaminants differ with respect to their affinity to determined transport
mechanisms. Based upon their soil-solution-partitioning coefficient they can be assigned
preferential transport mechanisms (Fig. G.3).

Nitrate Pesticides Phosphate
high
Leaching to Runoff Erosior_1 (with
groundwater sediment)
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5 flow
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Figure G.3. Affinity of agricultural contaminants to different mechanisms of transport as a
function of their soil-water partitioning coefficient. For nitrate, leaching is the dominant
transport process, while superficial transport in run-off water and with eroding soil is of
minor importance (adapted from Logan, 1993).

Nitrate as a highly water-soluble substance is prone to leaching with mass flow. The Lake of
Constance study illustrates the dominance of leaching as transport mechanism. Leaching
accounted for 79 % of NPS, while run-off was a minor source (3 %) and erosion was relevant
in the Alpine parts of the watershed only (Prasuhn et al., 1996). Under certain conditions,
runoff plays a more prominent role, e.g. in some major estuaries, such as Delaware Bay and
Chesapeake Bay, NPS runoff from terrestrial ecosystems accounted for half or more of total N
inputs (Cronan et al., 1999). Yet as in Central Europe up to 80 % of river water stems from
groundwater (Hamm, 1991) and owing to the general relevance of leaching this paper focuses
on subsurface processes. A characteristic sequence of compartments nitrate traverses on its
way from the field to the stream is shown in Figure G.4.

From a water quality perspective, protection of headwaters should have priority (Haycock et
al., 1993), as on a catchment scale 60% to 70% of the water in large rivers enters the system
viafirst to third order streams (Vought et a., 1994). According to Kirkby (1978) even 90% of
the flow of rivers comes from headwaters, defined as first- and second-order streams. Thus
low-order streams contribute the highest percentage to the loading of rivers with nutrients and
pesticides (Bach et al., 1997). The approach of this study, therefore stresses the loading of
headwaters.
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Figure G.4. Schematic of corridors and retention compartments. The sequence of
compartments depends upon the specific hydrological setting and is spatio-temporally
variable.
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4. Retention in landscape compartments

The different compartments on the way from the field to the headwater are highlighted (Fig.
G.4) and their role in landscape N metabolism is illustrated with experimental data from a
variety of studiesin the following section.

4.1. Soil and subsoil

Organic carbon is the key limiting factor for denitrification in subsoils, so that movement of
carbon from the soil surface is necessary to support denitrification (Rice and Rogers, 1993).
Anaerobic conditions are another precondition. Soil morphology, particularly the existence of
stratified layers within the soil profile, impeding water and solute movement may contribute
to the creation of conditions favorable for denitrification (Zakosek and Zepp, 1993).
Depending upon soil type and agricultural land use denitrification losses ranged from 1 kg N
ha'yr* to 223 N kg ha'yr* in anumber of field experiments (Wendland, 1992).

However, denitrification in subsoil and intermediate vadose zone may be insignificant under
certain conditions (Rice and Rogers, 1993; Zakosek and Zepp, 1993): For example
unstratified coarse textured soils either lack organic carbon or anaerobic conditions. Fine
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textured soils may lack organic carbort e.g., in some loess sibsoil s denitrificaion hes been
shown to be insignificant due to the ladc of organic C and thus played norolein the reduction
of nitrate transfer into the groundwvater (Heyder, 1993. Under normal field condtions subsoil
denitrificaiion pdential and its rate of recovery tend to be low (Zakosek and Zepp, 1993.
Residence time of leachate in soil and undlying substrates varies from days (karst) to
decales (fine-textured, thick substrates without fisaures), thus N passage to aquifers may be
retarded considerably (HOlting et al., 1995.

4.2. Groundwater and aquifers

Groundvater and aquifers diverge with resped to landscape position, chemicd
characteristics, permeability and vunerability to agricultural inpus, (Hoélting et al., 1995.
Three a@ufer types can be distinguished (Davis and DeWiest, 1991 Holting, 1980:
Unconsolidated, paous aquifers (gravel, sand), consolidated aquifers (cradks in solid rock)
and karst aquifers (fractures). Retention takes place in transition zones (Gilbert et al., 1990,
while fisauures and fractures srve @& conduts. Depending upon prmedility and
biologicd/chemical charaderistics, aquifers as awhaoe can ad as conduts (e.g., karst aquifers
with wide fisaures) or as retention compartments (e.g., aquifers with low permeability and
high denitrification pdentials). Groundvater transport usualy is dow compared to superficial
water flow and can retard discharge of nitrate to streams for years or decades (seebelow).

4.2.1.Denitrificaion studies

Substantial denitrification hes been olserved in a variety aguifers (Hiscock et al., 1991
Korom, 1992 Lowrance and Pionke, 1989 Mariotti, 1994 Rice and Rogers, 1993 Spalding
and Parrot, 1999, while in aher aquifers little or no denitrificaion activity was observed
(Hiscock et al., 1991 Lowrance, 1992 Lowrance and Pionke, 1989 Mariotti, 1994 Rice and
Rogers, 199B). Actual and pdentia denitrification depend on biologicd and chemicd
characteristics and onhydrology (Mariotti, 1994. The key limiting factor of heterotrophic
denitrificaion is organic carbon avail abili ty, while popuations of denitrifiers exist in bah
shalow and deg aquifer systems (Hiscock et al., 1991 Mariotti, 1994. Autotrophc
denitrification, requiring an inorganic source for oxidation, e.g., pyrite, is uncommon in
grourdwater (Hiscock et al., 199).

4.2.2.Shallow unconfined aquifers

Denitrificaion may be an important mecdhanism for reducing nitrate within seleded landscgpe
pasitions, espedally in near proximity to the water table (Steinheimer et a., 1998, i.e. in the
transition zone between ursaturated and saturated zones. Correspondngly, it appears to be of
gredest significance in shallow unconfined aquifers (Rice and Rogers, 1993, where
denitrification is considered an important mecdhanism attenuating nitrate ncentration
(Lowrance and Pionke, 1989 Montgomery et a., 1997. Within the lower Rhine region in
Germany nitrate reductions for three shallow groundwater cachments were 16 %, 63 % and
70% of the nitrate reaching the aguifer (Obermann, 198). In a superficial pleistocene
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aquifer, dissolved carbon leached into groundwater yielded maximum potential denitrification
of 65 mg I™* nitrate (Leuchs, 1988).

4.2.3. Hydrological setting

The hydrological setting is crucia for denitrification particularly in shallow aquifers. In
Central Europe three typica constellations were found, showing the wide range of
denitrifcation potential and stressing the relevance of organic carbon (Obermann, 1991).
Firstly, consolidated aquifers with little soil cover and high permeability in combination to
high nitrate inputs entailed correspondingly high nitrate output; discharge of nitrate was only
delayed. Secondly, unconsolidated aquifers with low amounts of organic carbon in
combination with limited nitrate input led to partial elimination of nitrate. Thirdly,
unconsolidated aquifers with high amounts of organic carbon caused almost complete
elimination of nitrate.

4.3. Terrestrial-aquatic interfaces and riparian zones

There seems to be general agreement that the land-water interface regulates water quality in
agricultural watersheds (Dillaha et al., 1989), making riparian buffers the most important
factor controlling entry of non-point source nitrate in surface water (Gilliam et a., 1997).
Thus buffer zones are attributed an enormous potential for the control of water-based
pollution (Haycock et al., 1997). Riparian zones may improve water quality due to
sedimentation, plant uptake, retention in soil and microbial processes (Correll, 1997,
Johnston, 1991; Vought et al., 1994). Particularly denitrification, which ultimately exports N
from the system, is very common in wetland ecotones (Gilbert et al., 1990).

4.3.1. Field and Laboratory studies

Denitrification losses from riparian forests in Georgia and Maryland ranged from 61 to 89 %
of N inputs, while retention ranged from 39 kg ha* (32 kg ha* due to denitrification and 7 kg
ha* due to net retention within the system) to 74 kg ha* (Johnston, 1991). In riparian zones of
the river Garonne in France, denitrification was so intensive that approximately 30 m of
groundwater flow under a woodlot were enough to remove the entire nitrate (Pinay et al.,
1990). A riparian zone located below and adjacent to a field-sized watershed planted with
soybeans eliminated up to 93 % of groundwater nitrate (Line, 1993). In a large number of
studies riparian nitrate removal exceeded 90 % (Hill, 1996) and removals of 90 % seem to be
common. However, at least some wetlands seem to retain little if any N. In a study of 5
wetlands in Ontario, Devito (1990) reported net retention ranged from -12 % to + 4 %. The
overal range of N retention in wetlands is around - 30 % to + 100 % (Johnston, 1991), i.e.
depending upon wetland, net release of nitrate and complete retention of nitrate are possible.
Denitrification potentials have been studied in field and laboratory. Mesocosm experiments
yielded denitrification potentials of 29 kg ha'yr* and 171 kg ha'yr? for similar sites (Addy
et a., 1999), demonstrating the influence of land use legacy. Under incubated laboratory
conditions an average of 76 kg ha'yr’ was assessed, while soil amended in situ with N
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reached values of 160 kg hayr? up to 1340 kg ha'yr. However, under unamended in situ
conditions, average was only 2 kg ha’yr® (Johnston, 1991) demonstrating that actual
denitrification in riparian zones is easily overestimated.

4.3.2. Hydrological setting

A major factor for the realization of retention potentials and the effectiveness of buffer zones
is hydrologica setting (Fig. G.5) (Addiscott, 1997; Correll, 1997; Gilliam et al., 1997;
Haycock et al., 1997). It determines residence time, which is the single most important
variable for water quality improvement (Fennessy and Cronk, 1997).

.....................................

Figure G.5. Schematic of vadose zone, aquifers and flow directionsin a typical riparian zone
in a humid climate (adapted from Lowrance and Pionke (1989). The hydrological setting
determines, whether leached nitrate is subject to riparian retention or bypasses it. Drainage
tiles and interflow are not depicted.

For example in a controlled situation at least 10 days of water retention was needed to remove
N (Hillbricht-l1lkowska, 1995). Riparian forests of different hydrological positions thus vary
in nutrient retention (Risser, 1990) and buffer zones work well only under determined
hydrological conditions (Hill, 1996). Effective remova is restrained to riparian zones with
permeable surface soils and sediments that are underlain at a depth of 1 to 4 m by an
impermeable layer that produces shallow subsurface flow of groundwater across the riparian
area. Riparian zones connected to large aquifers may be less effective as interaction with
vegetation and soils is restricted. To improve the buffer function, water regime is to be
managed aiming at increased residence time within the system (Haycock et al., 1993).
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4.3.3.0ptimum width

There is no consensus regarding width of riparian zones, except that minimum width is10m
(Haycock et al., 1993, while lessthan 5-10 m provide littl e protedion d aguatic resources
(Castelle @ al., 1999. Nitrate reductions of 100% seem to be goproached by awidth between
10m and 20m (Vought et al., 1999 or 20m and 30m (Fennessy and Cronk, 1997. Given
the complexity of the riparian setting, a useful retort to the question d width is "how wide do
you want it?" (Haycock et al., 1997%.

4.3.4.Sustainabili ty of retention

Seasonal and long-term sustainability of riparian bufers is controversial as well (Addiscott,
1997). The seasonal sustainabili ty of retentionin riparian zones may be maintained in summer
by vegetation ugake and duing the dormant season by denitrification, as denitrificaion takes
place 8 o0n as the soil temperature exceeals 4° C (Haycock et al., 1993. Other authors,
however, stressthe seasona variability of retention, the role of extreme (e.g., storm) events
and the demuging of pe&k emissons and maximum of retention adivity (Addiscott, 1997
Hill, 1999. Long-term sustainability may be dfeded by dedining availability of organic
cabon for denitrification and decreasing uptake by old vegetation (Haycock et al., 1993.
Moreover there may be an upper limit for the retention o agricultural loads. In wetlands only
amourts below 200kg N hayr™ could be removed satisfactorily (> 80%), while the long-
term application d higher loads resulted in removal of lessthan 40 % (Hill bricht-1lkowska,
1995.

4.4. Aquatic-aquatic interfaces. Hypor heic zone and sediments

The hyporheic zore is an adive ecotone between the surface stream and grourdwater.
Conredions are bidirectional (Bencala, 1993; exchange of water, nurients, and organic
matter occur in resporse to variations in dscharge and paosity (Bouton et al., 1998.
Particularly sediments ad as snks for nitrate that discharges to streams and rivers (Gil bert et
al., 199Q Pfenning and McMahon, 1996. Laboratory incubation suggests that nitrate is
rapidly depleted below the sediment-water interface (Hill, 1997. In the sediments of the river
Dorn in Oxfordshire denitrification accourted for 15% of nitrate entering under baseflow
condtions (Fennessy and Cronk, 1997. Estimates of the magnitude of N removal during the
summer season, when streams are frequently at base flow range from <10% to 76% in a
number of studies (Hill, 1997. However, paential denitrification tends to be limited by
organic carbon and low temperatures; e.g., pdential denitrification measured at 4° C was
77% lower than at 22°C in lab experiments on Australian river sediments, suppacsedly
contributing to high nitrate concentration in the river during winter (Pfenning and McMahon,
1996. In any case, overal i n-stream denitrification will be much lessthan in adjacent riparian
wetlands (Fennessy and Cronk, 199).
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Transport in corridors

5.1. Preferential flow

Preferential flow takes placein macropares, fingers and funrels (Ju and Kung, 1997 Jury and
Flihler, 1992 Stagnitti et al., 1999. Preferentia flow has been olserved urder a variety of
conditions, from sandy to clayey soils. Biopaes, e.g., well conreded roat channels of whea
(Triticum spp.), afalfa (Medicago sativa L.) and corn (Zeamays L.) may induce preferential
flow (Li and Ghodati, 1999. Preferential flow is not predictable in advance from field
anaysis (Bouma, 1992 Jury and Flihler, 1999. Rapid movement of nitrate dong macropares
has been olserved (Bouma, 199). For example in a heavy clay soil rapid nitrate leaching via
preferential flow through mesopores and maaopores was observed |lealing to average nitrate
concentrations of 70 mg|™ and maximum concentrations of 136 mg I in drain discharge
(Bronswijk et al., 1995. While gaps in the N balance often are attributed to denitrification,
bypassflow may sometimes be amore important process(Dekker and Bouma, 1984).

5.2. Interflow

Interflow has been olserved as an important medhanism for the rapid transport of nitrate
towards dgreams, particularly under stormflow and snowmelt condtions (Gottli cher-Gobel,
1987 Mosley, 1982 Peter, 1987. In forested watersheds average subsurface flow velocities
were & high as 0.3 cm s*, due to flow along macropaes and along layers a which
permeabili ty changed abruptly. (Mosley, 198). In small watersheds, nitrate pegked in streams
due to interflow after stormflow (Peter, 1987. At the beginning of the winter leating period,
nitrate concentrations in the interflow of a loess ste peaked, while denitrification was low
(Steininger et a., 1997. Preferential flowpaths may circumvent retention zones, as e.g., has
been demonstrated for riparian zones in Britanny (Bidois, 1999.

5.3. Drainagetiles

Drainage tiles inducing artificia interflow are particularly rapid conduits. Artificial drainage
speads the movement of water and contaminants uch as nitrate, reducing the oppatunity for
denitrification to take place (Fennessy and Cronk, 1997. In a number of studies, nitrate
concentrations have been obseserved to range from 2 to 20 mg NOs I'* under mineral soil's
(Hamm, 199]). Average annual nitrate N lossto subsurface drains has been shown to range
from 14 to 105 lg a®, with most of the lossoccurring in the winter season (Kladikov et a.,
1999. Drainage tiles can contribute significantly to water padlution. For example, around
60% of nitrate-N in surface waters in lllinois entered through drainage tiles (Kohl et al.,
1971). Flood events can lead to large export of N in tiles; acordingly, a few days of high-
flow events led to most of the annual nitrate lossfrom atile-drained field (David et a., 1997.
In many aress, subsurface drains discharge into surfaceditches or streams (Kladikov et al.,
1999. Thus large anourts of N may read streams through drainage tiles emptying diredly
into the channel withou contad with the riparian soil (Vought et al., 1999.



G. Landscgpe Fate of Nitrate Fluxes and Emissions 14¢

5.4. Surface flow

Superficial preferential flow minimizes contad with the soil matrix and conwveys nitrate
rapidly and drectly into the aguatic system, overrunning retention compartments such as
riparian vegetation (Bad et al.; 1997,Bach et al., 1999. Preferentia flow paths are part of a
hierarchicd network (Fig. G.1), consisting of intermittent elements uch as rill s, cultivation
lines and tracks, thalwegs and ephemera gullies (Helming and Frielinghaus, 1999 and of
more permanent streamlets. Drainage lines and streamlets change position and feaures
constantly and despite their importance & conduts removing substances quickly from the
field they are overlooked easily. For example atypicd drainage line or streamlet in Centra
Germany had a depth of only 3 cm and an average width of 63 cm, giving rise to an overall
streamlet surface of 630m?2 km?2 (Badh et a., 1996. Once substances enter preferentia
flowpaths, retentionis minimized.

5.5. Streams

Streans are "bodes of water moving to a position d lower energy” (Bren, 1998B); they are
highly dynamic in time and space and are difficult to dstinguish from lessr forms like
drainage lines or segs. Uptake and denitrificaion in streams is limited; the bulk of
denitrificaion pobably takes placein aquatic ecotones (sediment) and nd in the stream
channel itself. In a small Scandinavian reach of 7 km length retention was lessthan 3% of
total N transport in the stream (Jansson et a., 1994H). In a Canadian basin denitrification was
less than 6% of the annual export of total N from the basin, while macrophyte uptake
acouned for 15% (Hill, 1988. In two rivers in the USA, 7% and 35% of the N load
recaved from external sources was denitrified (Fennessy and Cronk, 1997. Annua mass
balances indicate that nitrate-N removal ranges from 1 -5 % in many streams, although values
of 20 % where dso estimated (Hill , 1997.

5. Retention of nitrate on different spatial and temporal scales

In a scdar approach to N fluxes and cycles, four levels can be distinguished (Fig. G.6):
Firstly, the field and adjacent ecosystems. Seaondy, aloca level which is restricted to low-
order streams and pond and their watershed. Thirdly, a regional level, which encompasses
rivers and lakes like the Rhine, the Danube or the Lake of Constance and their respedive
basin. Fourthly, a global level, which includes sas like the North, the Baltic and the Bladk
Sea and the @mosphere & asink for gaseous emissons.
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Figure G.6. Scalar approach to water quality, in which four levels are distinguished: The
field as the source system including adjacent terrestrial ecosystems, the local level with
streams of low order and occasional ponds, the regional level with rivers and lakes and the
global level with seas and the atmosphere.

6.1. Local scaleand limitationsto retention

On locd scde, the cgadty of landscgpe metabalism to retain o eliminate excessN depends
upon the pattern and interadion d retention compartments and corridors. Retention and
elimination d leated nitrate has been demonstrated for many compartments, bu retentionis
variable, limited and unpedictable asisill ustrated for aquifers and for riparian zones:

In groundwvater the avail ability of oxidizable material and residence time limit denitrificaion
Owing to these @nstraints in groundwvater only a potential for removing up to 3mgN 1™ can
be @wumed under normal circumstances (Hiscock et al., 1991). Moreover, organic carbon
may be depleted at a higher (unsustainable) rate than it is replenished: A number of studies
indicates that currently bath autotrophic and heterotrophic denitrification pdentias are being
depleted, with the risk of a nitrate "breakthrough” in the future (Borchers, 1993 Bdéttcher et
al.; 1990y, Bottcher et al., 1990k Obermann, 199).

Riparian zones have been attributed a particular significance in water quality protedion.
However heterogeneity in terms of soils, biogeochemistry and water pathways (Merot and
Durand, 1997 complicates the understanding of the mechanisms controlling riparian zone
functioning. Accordingly, results concerning adua retention cgpadties are cntroversia
(Steinmann, 199) and bdh high and little or no denitrification have been observed in a
number of studies (Groffman and Gold, 1998. Some riparian zones may even release N
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(Steinheimer et al., 1998). Variability in nitrate removal among sites and within different
domainsis high (Hill, 1996). Ground water nitrate removal rates may differ even among sites
with similar texture, drainage class and morphology (Addy et al., 1999). Caution is required
against ascribing specific ground water removal rates to different riparian zones and
vegetation. Seasonal and long-term sustainability of the system are also questionable. The
restoration of buffer zones with an optimum width >10m is difficult to accomplish in
densely cultivated agricultural landscapes like in Central Europe. Nevertheless some authors
assume that approximately 50 % of the N that is leached is denitrified in riparian forests and
groundwater (Groffman and Gold, 1998). Others however clam that "scientists have
frequently oversold the ability of wetlands to retain sediments and nutrients" (Johnston, 1991)
and that riparian zones can only be a partial solution of a more comprehensive remediation
policy (Bidois, 1999). Moreover, the impact of nutrients on wetlands as ecosystems of their
own right requires more consideration. In summary, the potential for retention of nitrate on
the way from the field to the stream is spatially and temporally restricted and its realization is
uncertain.

Corridors connect spatial elements and scales and thus transcend space. Emissions to
corridors generaly increase environmental risks: Nitrate is rapidly lost from the system of
origin circumventing retention potentials and decoupling the N cycle spatially and temporally;
eventually emissions and their impact are aggregated on higher scales, where they elude
human control. While leading to the rapid translocation of substances, flow in corridors is
highly unpredictable.

6.2. Overstrained landscaperetention

Anthropogenic N input into terrestrial ecosystems overstrains the capacity of landscapes to
retain N. The transfer of N from the atmosphere into the land-based biological N cycle has at
least doubled since preindustrial times (Vitousek et al., 1997a), i.e. human activity adds at
least as much N to terrestrial ecosystems as do all natural sources combined (Vitousek et al.,
1997b). Large parts of this (global) overload are discharged to the aguatic system. Movements
of total dissolved N into most of the temperate-zone rivers discharging into the North Atlantic
Ocean may have increased by 2 to 20-fold since preindustrial times, while for rivers in the
North Searegion, the N increase may have been 6 to 20-fold (Howarth et al., 1996). Nitrogen
fertilizers eventually end up in estuaries and continental shelves (Kroeze and Seitzinger,
1998).

6.3. Regional scale and retention on basin scale

Although N load to the sea is high, the percentage of total N input into watersheds which is
actually discharged is remarkable small: Watersheds in Central and Northern Europe, but also
elsewhere discharge only 20 % of overall N input to the sea and retain up to 80 % (Caraco and
Cole, 1999; Howarth et al., 1996). One reason may be denitrification and sedimentation on
the regional scale: denitrification in rivers and particularly in riverine ecotones, like wetlands
and sediments (Vitousek et al., 1997a) may contribute to N elimination. In-river processes
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acour for losses of around 10to 20% of total N inpus (Howarth et al., 1996, while values
of 50 % can be dtained by heavily pdluted rivers like the Scheldt (Billen et al., 19&).
Retention in lakes and impoundnents ranges from 20 to 80 % (Howarth et al., 199§.
Productive lakes may remove 50% of total N inpu, with denitrification acounting for one
third, while the rest is trapped in sediments (Janson et al., 1994). Nitrogen budgets on besin
level indicate that e.g., in the Rhine basin 85 16 kg of N are denitrified (the equivalent of
33% of total inpu), while in the Elbe 75 16 kg (40% of inpu) are denitrified (Werner,
19949.

6.4. Temporal scalesand memory effects

On the locd scde, retention may be due to denitrification, bu temporary storage in soil (solil
organic matter), vegetation and groundvater contribute substantialy to the transitory
attenuation d nitrate overload. Long residence times in soil and grourdwater and the
incorporation d N into vegetation and soil organic matter are foll owed by subsequent, slow
relesse. Apparently there is a cnsiderable memory effect in emsystems concerning past
nutrient input. In agroeaosystems, fertili zer N is incorporated into pods with slow turnover
times, increasing N stocks. The mgjor part of leaded N derives from the mineralization d
organic matter rather than drectly from applied fertili zer, as has been shown by a number of
studies (Addiscott et al., 199). For example, in a Rothhamsted experiment nitrate leskage
dedined to half itsinitia rate only after 41 years withou fertili zer applicaion (Addiscott et
al., 199). Similarly, N released from riparian eatones tends to ariginate from within the
system, while external nitrate inpu is absorbed. Nitrogen overload and bult-up o organic N
have led to the hypertrophicaion d agricultural soils and landscapes, which may continue to
release nitrate for decades, even if nutrient inpus were reduced drasticdly (Addiscott et al.,
1991 Steininger et al., 1997 Vagstad et a., 1997. Due to memory effeds, buffer zones may
also ad as N- source long after the pdlution d waterways has been abated (Gilbert et al.,
1990. Delay of N translocation in subsurface environments may be wnsiderable; eg.,
residence times in aquifers range from lessthan 1year (karst) to 103years (plains of Northern
Germany (Wendand, 192), though namally maximum residencetime in German aquifersis
25to 40years (Bouwer, 1995 with an average of 20 yeas (Isermann and Isermann, 199). It
can be inferred that "system memory", temporary storage and slow transport can delay the
emisgon d excess N into the auatic system for decades. In the view of longterm
sustainability, the transfer of excess nutrients to transitory storage cmpartments is no
solution. While in conventional agriculture microeconamic time preferences and small -scale
system boundiries prevail, sustainable agriculture needs to take acoourt of large-scale and
long-term effeds (Norton, 1999.
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Scope of impacts

The environmental impact of nitrate depends on the scalar level under consideration
(Isermann, 1993): On a local scade, N emissions may lead to the contamination of
groundwater and to the eutrophication and acidification of dystrophic and headwater
ecosystems. Headwater streams and their ecotones tend to be particularly sensitive to
pollutant inputs (Hamm, 1991). On a regional scale, rivers and lakes are subject to
eutrophication, though they often are P limited rather than N limited. In sharp contrast to the
majority of temperate-zone lakes, where P is the nutrient that limits primary productivity by
algae and other aguatic plants and controls eutrophication, these processes are controlled by N
inputs in the majority of temperate-maritime ecosystems (Vitousek et al., 1997a).

7.1 Nitrous oxide production

While denitrification may be beneficial for aquatic ecosystems, the production of nitrous
oxide due to denitrification leads to problems on a global scale, as nitrous oxide is both avery
efficient greenhouse gas (Houghton, 1994) and plays a role in stratospheric ozone depletion
(Crutzen, 1970). There is evidence for the emission of nitrous oxide from the entirety of the
compartments discussed above (Dowdell et al., 1979, Yoshinari, 1990). Nitrous oxide
emissions from soils vary (Freney, 1997). Depending upon fertilizer type 0.07 % to 2.7 %
may evalve as N,O (Eichner, 1990). On the average 0.5-1.5 % (McElroy and Woofsy, 1985)
or 1.25 % (Bouwman, 1992) of applied N to agricultural soils may be emitted as N,O. Subsoil
production of nitrous oxide is not known (Rice and Rogers, 1993). In contaminated aquifers,
values of 3.4-7.8 kg N,O hayr have been measured (Ronen et al., 1988). Shallow aquifers
are supposed to be more likely sources of N,O than confined aquifers (Rice and Rogers,
1993). It is inferred that aquifers could account for 5 to 10 % of total global nitrous oxide
source (Rice and Rogers, 1993), i.e. 10 to 20 % of biogenic N,O sources could originate from
aquifers. Nitrous oxide production in riparian zone aquifers ranged from 0.026 to 3.7 % of N
input on Rhode Island (Jacinthe et al., 1998) and 0.65-0.87 % of the input in aquifers in
Maryland (Weller et al., 1994). Riparian vegetation thus has a high potential to function as
hotspot, inducing nitrous oxide production (Groffman and Gold, 1998), although in many
cases riparian vegetation may not emit more N,O than cropland (Gilliam et al., 1997). Rivers
and lakes have been observed to emit N,O as well (Mariotti, 1994; McMahon and Dennehy,
1999). Overal nitrous oxide emissions from rivers, estuaries and continental shelves increase
with increasing N loading from 0.3% to 3% or even 6% of denitrification rates; thus
approximately 1 % of total N input into these systems may be emitted as N,O (Kroeze and
Seitzinger, 1998). Evidently, the contamination of the subsurface environment with nitrate has
the potentia for increasing the contribution to atmospheric N,O (Rice and Rogers, 1993). In
fact, direct N,O emissions (2.1 Tg N) may equal indirect emissions (2.1 Tg N) resulting from
agricultural N input into the atmosphere and aquatic systems (Mosier et a., 1998). Thus a
(nitrate) water quality problem may be traded for an atmospheric problem (Isermann and
Isermann, 1997).
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In addition, the loss of nitrate from the field has to be @nsidered as the loss of a resource
whose production is linked to the cnsumption o energy (ca. 47 MJ kg™ N fertili zer) and to
the emisson d atmosphericaly active substances. On the arerage 25009 CO,, 10g N,O and
1 g CH, are amitted to produce 1 kg of N fertili zer (Kaltschmitt, 1997.

7.2. Scale and scope as evaluation criteria

For the evaluation d environmental impad, scde axd scope have been forwarded as criteria
(Gleich, 1998,Scheringer, 1999. Scope may be defined as the ratio o collateral to intended
eff ects, with crop upgake a the main intended effed of N fertili zation. Scope increases with
the length and complexity of cause-effed chains. The scde of impad ranges from
locd/reversible to global/irreversible. The loca-globa dichotomy indicates to what extent
impads can be dtributed to locd adors (Norton, 199% Norton and Ulanowicz, 1992;
"reversibility” indicaes to what extent and with what ease impads can be subjed to control
and remediation. Due to decreasing reversibility and attributabili ty, the larger the scde and
scope of emissons, the more problematicd they are. To disentangle the impad of agricultural
emisgons hierarchical, scdar approaches may serve as a heuristic tod (Ahl and Allen, 1996
O’'Nelll eta., 1989 Wagenet, 1999 and as basis of evauation.

6. Simulation and prediction of nitrate fate?

Simulation models have been forwarded as tods for the prediction, management and
evauation d agricultural emissons, in particular nitrate. For the prediction d biogeochemica
processes on compartment or eamsystem level, novalid general models are available (Hauhs
et a., 1996 Oreskes et a., 1999. Variability of the degrees of freedom and the self-
modifying character of ecsystems (Kampis, 1991 Lange, 1999 invalidate system
descriptions along larger time frames. Accordingly the simulation o (micro-)biologica
processes e.g., immobhili zation and denitrification dfers particular problems (de Willi gen and
Nedson, 1985 Marchetti et a., 1997 Stockdale @ al., 1997. Moreover, the interadion d
scde and physical structure is highly problematic a due to the spatia heterogeneity of
easystems on al scdes, spatial structure is unknavable & any scdes of red interest (Beven,
1996. As a mnsequence transport in conduts (e.g., preferential flow) is unpredictable
(Bouma, 1992 Jury and Flihler, 1992 Stagnitti et al., 1995, and upscaling of distributed
modelsis problematic (Bloschl and Sivapalan, 1995. Spatially transferable models have to be
cdibrated and \alidated with data from short-term sets, which do na represent the range of
natural phenomena (Konikow and Bredehoeft, 1992. Accordingly, short-term extreme events
may override average condtions (Petersen et al., 1987, represented by models. Thus an
acarate quantitative prediction d N dynamics and ritrate loss from agricultural systems
seansimpossble (Jury and Fluhler, 1992 Richter and Benbi, 19%).

Transition zones present even more severe obstacles to prediction. Variability and
heterogeneity in terms of soils, biogeochemistry and water pathways in ectones are much
greder than the alditi ve properties of adjacent resources (Merot and Durand, 1997 Naiman et
al., 198§. The nonlineaity of retention pocesses, the intricate physicd structure and
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influence of memory effeds (land wse legacy) turn riparian zones into singularities
(Bredling, 1992, for which a quantitative prediction seems unattainable (Wagenet, 1999.
The onrection d compartments and easystems on the landscape level offers additional
problems.

The linkage of fluxes between dfferent compartments is generally not well understood e.g.,
the matter transfer between the unsaturated and the saturated zone (Del Re and Trevisan,
1995, and lateral fluxes and the flux of substances between adjacent ecosystems (Grunewald,
1996. Even in detaled, site specific case studies, a mechanistic knowledge of these
interadions has not been oltained.

7. A framework for landscape risk assessment

In a framework for sustainable agriculture and in the light of the precautionary principle
(O'Riordan and Jordan, 1995 Westra, 1997 system uncertainties as reflected in simulation
models for emsystems need to be acknowledged (Haag and Kaupenjohann, 20®@). The
concomitant shift from impad-oriented to risk-oriented approaches favors methods which
address environmental risks, cgpadties (Cartwright, 1999 and ouput potentials and which
am at the identification d problem areas and risky management options. As indicaors of
(un-)sustainable landscape management budget approaches and simple output potentias are
suitable. To indicate the risk of nutrient loss water and nurient budgets may be computed.
While the compilation d budgets contributes little to the understanding of a system
(Stockdae et al., 1997, budgets hint at desequilibria long before measurement or other
methods indicae devated soil concentrations or matter losswith confidence (Bacacini and von
Steiger, 1998). Output potentials for larger temporal and spatial scales may be more reliable
(Stockdale et al., 1997, as larger areas li ke watersheds tend to behave more determinate than
smaller ones (Corre @ a., 1996 Groffman et al.; 1987 and Wagenet, 1998. The budget
approad, however, takes no acourt of the spatial setting into which agricultural sites are
embedded. Budgets $houd thus be part of alarger screening scheme, which could encompass
the foll owing categories of risk patentials:

Site spedfic risk which is represented by simple, physical factors and which is linked to the
soil, topagraphy and climate (see eg., Marks and Alexander, 1992 Géth and Wohlrab, 1994
Holting et a., 1995for Central Europe). For nitrate leading the frequency of soil water
exchange & a function o water surplus and texture dassis a useful indicaor (Géth and
Wohlrab, 1994.

Agricultural activity risk is assessed with budget approaches, indicaing long-term risks and
providing hints at potential disequilibria (Baccini and von Steiger, 1993 Isermann and
Isermann, 1997 Umweltbundesamt, 1997.

Headwater contamination risk (locd risk): The spatial setting of an agricultural site and o
agricultural landscapes are to be accourted for. Corridors, their proximity to agricultural sites
andtheir propensity to matter input deserve particular attention: Transport in conddits tends to
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increase scale and scope as conduits usualy form part of a hierachical, unidirectional
networks. Cartographic approaches may indicate the abundance and proximity of corridors
and the abundance of retention compartments within a landscape section. Quantitative
measures for landscape pattern (Gustafson, 1998) and GIS applications may facilitate
operationalisation.

Regional and global scale risk is assessed qualitatively, based on the criteria of scale and
scope and quantitatively, based on life cycle assessment (Vito, 1998), which e.g., may
indicate overall global warming potential dueto N fertilization.

Such a screening approach evaluates risk potentials, while it leaves out of consideration actual
matter fluxes. The approach is thus restricted to the identification of key contributor and
problem areas; it may be followed by site specific process studies or monitoring of
environmental quality.

8. Remediation concepts

System approaches are advocated (Ikerd, 1993) focussing on nutrient cycles (Hendrix et al.,
1992; Magdoff et al., 1997), which should be both tight with regard to spatial and temporal
scales and close with regard to matter loss, ensuring a maximum of
reversibility/controllability. The plot is the valve, where losses ultimately occur, hence
optimization of cycles on the plot scale is imperative. As the plot is part of a hierarchy of
landuse and production systems, aside with the plot level, the farm and the regional level aso
call for optimized cycles.

Detachment of (quasi-industrial) dairy and livestock production from the spatial extension of
farmland (Steinfeld et al., 1996) imposes major constraints on cycling approaches: While
plant production reaches an N efficiency of 57 %, overal agricultural N efficiency is only
25%, as 85 % of plant production, together with imported feeds, are utilized in animal
production (Isermann and Isermann, 1998). With the carrying capacity of agricultural land
being overstrained, fields and grassland frequently function as waste-dumps for excess
nutrients from livestock (Isermann and Isermann, 1997). As animal production dominates the
agricultural N cycle, it becomes akey driver asto N overload.

A shift away from linear concepts, in which wastes (like excretions in animal production or
nitrate in plant production) are considered the norm should lead to integrated systems
targeting total throughput, i.e. systems making optimal use of inputs and mimicking natural
cycles. Such a concept of "zero emission” has recently been developed for industry (Mshigeni
and Pauli, 1996); it could also be useful for industria agriculture.

The optimization of production systems on farm and larger scal es remains within the realm of
sectoral approaches. While in Central Europe fertilization accounts for 83 % of total net
anthropogenic N input (Howarth et al., 1996), agricultural production is but one subsystem in
regiona N metabolism. Regional approaches which assess matter fluxes among and matter
budgets of different sectors (German Council, 1996) are a way of addressing and tackling
disequilibria on larger scales. Tools for the assessment of regional metabolism (Baccini and
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Bader, 1996 Bacani and Brunner, 199 and quantitative examples, including N fluxes and
budgets on a regional level, have been developed recently for Centra Europe (Baccini and
Bader, 1996 Brunrer and Baccini, 1992 Henseler et al., 1999. The identification d key
contributors and key fluxes may guide optimization onan integrated, regional level.

9. Conclusions

Different landscagpe dements exert control on the flux and fate of excess nutrients sich as
nitrate. The mnceptua approach, which dstinguishes retention compartments and corridors
and which provides for the scalar assesament of risks induced by emissons can be alapted to
other agricultural inpus like pesticides. Retention d nitrate on the local scde, ranging from
the field to the stream, has been shown to be of limited and/or of uncertain extent in many
compartments on the way from the field to the stream. Storage of N in vegetation, soil organic
matter and groundvater may delay the eamisson d excessN for decades, masking past and
present N disequili bria and overloads. On the regiona level , eimination in rivers and lakes
may contribute to the reduction d N discharge to the sea. Notwithstanding, N discharge has
experienced a manifold increase in comparison to preinduwstrial times, leading to the
eutrophication d coastal waters. Denitrification and the concomittant production d N,O
together with emisgons arising from fertili zer production may shift the issue of N overload
from aterrestrial-aquatic to an atmospheric problem.

Current agricultural practices and end-of-the-pipe solutions (e.g., bufer zones) seem rather
unsustainable in view of the unpredictabili ty of matter fluxes, of the uncertainties considering
retention behavior of landscape dements, of the often limited, partly non-renewable retention
patentials, and d the only temporary storage of N in landscapes. Instead of short-term, small-
scde mnsiderations, an integrated system approadc shoud be pursued, which envisages tight
and close cycles and the optimization d N fluxes and budgts at site, farm and regional level.
On the latter, bath the fluxes induced by the agricultural production and the agricultural sedor
as a whoe and the fluxes arising from other human adivities need to be a&s®ssd and
reconciled.
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Summary

Models for the representation of ecological systems? The validity of experimental
model systems and of dynamical simulation models as to the interaction with
ecological systems

Models, defined as remnstructions of natural systems with analogies, guide the
observation and description d and the interadion with complex ewmlogicd systems.
Conventionally, scientific models obey an image of positivist, namal (in Kuhn's ense)
science, which claims to posses a privileged exo-perspective and to produce astrad
solutions for well-defined problems, reducing uncertainty and contributing to the
produwction d universal knowledge. As to many environmental systems and isdles,
however, uncertainty is irremediably high, while spedfic interests, vaues and nams as
determinants of contingent, norrequivaent system descriptions gain importance For such
isaues, the image of post-normal science has been developed.

In this thesis features and limitations of models in the environmental sciences are
investigated. Background d the thesis was an interdisciplinary reseach project which
pretended to operationalize the notion d emlogical sustainability for agricultural plant
production. Particularly, experimental model systems (1) and simulation models (Il) are
criticdly investigated in this thesis with resped to model paradigms, analogy assumptions
and the role of models for man-environment interactions. The terrestrial nitrogen cycle and
its anthropagenic modificaions srve for the ill ustration d model concepts and the limits
to the establishment of cause-effed relationships in nonrmanipulated eological systems
(I11). The use of models in science for pdicy is evaluated in the mntext of (epistemic)
uncertainty, the precaitionary principle, the cncept of post-norma science and the
discursive opening of the science system (1V).

Basis and material of this thesis were (a) empiricd work from the environmental sciences,
(b) contributions to emsystem theory and models in the erth sciences, (c) philosphicd
work onthe role/status of experiments and of models in the natural sciences and (d) work
in the fields of science reseach and the sociology of science, which address different
scientific practices and dfferent forms of knowledge production.

|. Experimental model systems

Experimental mode systems are materially and conceptually closed systems, which alow
for the investigation d a limited number of parameters. As material systems they are
boundd in time and space ad they are dosed and controlled as to matter, energy,
thermodynamics and information. Empiricd-experimental model systems posses a material
comporent which is encoded into a formal, numericd-mathematicd system in the course
of the measurement of determined parameters. The transfer of statements derived from
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model systemsto open, netural systems with biotic componrentsis criticdly discussed (see
Il for the image of open ewlogical systems).

I1. Dynamica simulation models

The discovery of complexity associated with the development of the theory of dynamicd
systems alowed for the simultaneous handing of a large number of interrelated
parameters. The successof dynamicd systems as to the representation and management of
technicd (allopdetic) systems presumably has contributed to the fact that the dynamicd
system has become the paradigm for the representation o complex systems. For example,
technicd analogies and machine metaphas become evident in the program of “ecologicd
engineaing’.

Dynamicd systems are anceptually closed systems, comprising a defined, closed set of
parameters. Dynamical systems are based onthe nations of abstrad state and identity in
time and frequently it is tadtly assumed that the dstrad state represents the essence of the
represented system. Dynamical systems are aiistoricd systems withou distinguished
pasitions in time such as the past or the now. Past and present values of the state variables
can be omputed as afunction d the external, universal parameter time.

Against the badkground of the paradigm of sefmodifying systems of G. Kampis,
dynamical systems are aiticdly investigated in this thesis. The two traditions which face
eat aher here can be tharacterized by the oppasition o “state” versus “processes’ and
"being” versus “becoming’. The ntrast between static, closed conceptions, which are &
the heat of dynamicd but also o experimenta model systems, and of an image of
easystems as conceptually open systems is discussed. Magjor paints are the erolutionary
openness of ecologicd systems, the internal production d new variables and the
emergence of system level properties, which relativize and make gopea corntingent any
separation and abstraction d the dynamicd part of an eclogicd system from contingent
feaures ("noise’) and from the environment of the system. It is hypathesized that in
contrast to physical systems with a stable setting (e.g., in astronamy on human scdes) in
eaqosystems agents with rule-making capadti es exist, which passessthe potential to modify
rules on-line (within the boundaries of physicd and chemical laws) according to changes
in their environment.

The status of parameters and variables deserves peculiar attention: Whil e some parameters
in simulation models may possessa material-real reference (in the spirit of entity redism),
many parameters are derived from mathematica or pradica neels. Due to such
parameters of convenience and to the exogenous and endogenous modificaion o
parameters in netural systems the divergence between the dosed dynamica system and its
externa reference the natural system, tends to increase. Accordingly, neither the
operational (empiricd) nor the conceptual validation o the dosed dynamicd system as
representations of conceptually open systems is possble. The ladk of predictive caaaty
(particularly on larger temporal scales) and the impaosshility of validation render
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dynamical models deficient todls for the reduction d uncertainty as to the future behavior
of complex red-world systems.

I11. The nitrogen example

The terrestrial nitrogen cycle and its anthropogenic modificaion serve for ill ustration in
the various parts and are considered in more depth in a separate part. The long-term
retention cgpadty of landscapes for excessnitrogen from agriculture is addressed; diff erent
model concepts and their limitations are compared and related to different forms of
uncertainty and to the precautionary principle.

IV . Uncertainty and past-normal science

Scientific uncertainty derives among others from the impaosshility to generalize existent
models and from the indeterminacy of self-modifying, emlogical (and cognitive) systems.
When the shaping of man-environment interadion is on the agenda, a pealliar form of
uncertainty arises, epistemic uncertainty: different distinctions and dfferent observer
perspedives lead to dfferent, nonequivalent descriptions of the same system. This holds
both for scientific descriptions (e.g., the different perspectives of system ecology and
popuation emlogy) and for real-world descriptions by locd agents and stakeholders,
which posses a specific set of distinctions, interests and values. In view of the irreducible
uncertainty and perspectivity governing the identification and description d “relevant
phenomena and parameters, the question arises which paradigms for the description o
complex systems and the treatment of risk and urcertainty are valid. Depending uponwhat
is at stake, validation may be m@ncaved as a disciplinary, transdisciplinary and
(particularly in science for pdlicy) transientific task. In the latter, a notion d validation
as the establi shment of legitimacy may be useful. Validation at the interface of science and
society would acordingly be mnceaved as a mmmunicaion and regotiation process
instead of an oljective scientific method. Drawing from recent risk reseach for such issues
the image of post-normal scienceis devel oped, which encompasses the discursive opening
of scientific (sub-)systems. A correspondng role for models and modelling is ketched.
While in the science system models usualy are regarded from the point of view of
representation a prediction, in the framework of science for pdicy the role of models as
communicaion instruments would have to be stressed. Models would thus srve for the
synthesis, communicaion and visualization d scientific knowledge, for the integration d
scientific and olject knowledge and for learning to interact with complex systems.
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Zusammenfassung

Modelle fir die Reprasentation okologischer Systeme? Zur Validitdt von Modell-
systemen und von dynamischen Smulationsmodellen bei der Interaktion mit
Okologischen Systemen

Moddle, definierbar as Rekonstruktionen natlrlicher Systeme mittels Analogien,
strukturieren de Beobadhtung und Beschreibung von und de Interaktion mit komplexen
Okoogischen Systemen. Wissenschaftliche Moddle sind (bicherweise enem Bild
paositivistischer (im Kuhnschen Sinn) normaler Wissenschaft verbunden, de den
Anspruch erhebt, aus privil egierter (Exo-)Perspektive astrakte Losungen fir abgegrenzte
Probleme hervorzubringen und dabei universelles Wissen zu prodwzieren. Im Gegensatz
dazu madt sich past-normale Wissenschaft (in Anlehnung an Funtowicz und Ravetz)
Systeme zum Gegenstand, in denen Ungewil3heit (in ihren verschiedenen Formen) hoch ist
und kel deren Beschreibung Interessen, Werten und Normen eine irreduzible Bedeutung
zukommt

In deser Arbeit, die in einen interdisziplindren Forschungsverbund eingebettet war, der
sich de Operationdisierung des Begriffes oOkoogischer Nachhaltigkeit fir die
landwirtschaftli che Pflanzenprodultion zum Ziel gesetzt hatte, werden Charakteristika und
Begrenzungen von umweltwissenschaftlichen Modellen urtersucht. Im Zentrum stehen
Moddle, die af Analogien zwischen natlrlichen Systemen und experimentellen
Modedll systemen (I) bzw. zwischen natirlichen und dynamischen Systemen (1) beruhen.
Dabel werden Modell paradigmen und de Rolle von Modellen bei der Gestaltung von
Mensch-Umwelt Interaktionen kritisch geprift. Am Beispiel des Stickstoffkreislauf und
seiner anthropogenen Modifikation werden Modellansdtzen und Grenzen der Ableitung
von Ursache-Wirkungsbeziehungen in nicht-manipulierten o6kdogischen Systemen
illustriert (I11). Die planerische Verwendung von Modellen bzw. der Einsatz von Modellen
in der Politik ("science for pdlicy") wird im Kontext von Ungewi3heit, Vorsorgeprinzip,
post-normaler Wissenschaft und einer diskursiven Off nung des Wissenschaftssystems neu
bestimmt (1V).

Grundage und Material der vorliegenden Dissrtationsschrift waren (&) empirische
umweltwissenschaftliche Arbeiten, sowie Beitrage zur Okosystemtheorie und zur
Moddlbildung in den Geowissenschaften, (b) wissenschaftsphil osophische Arbeiten zum
Status von Experiment und Modell in den Naturwissenschaften und (c) Arbeiten aus der
Wissenschaftsforschung und-soziologie, die sich mit unterschiedli chen wissenschaftlichen
Praktiken und urnerschiedlichen Formen der Wissensproduktion auseinandersetzen.

I. Experimentell e Modell systeme
Experimentell e Modell systeme sind materiell und korzeptionell geschlossene Systeme, die
die Untersuchung einer begrenzten Anzahl von Parametern ermdglichen. Als materielle



Zusammenfasaung 17¢

Systeme werden sie rdumlich undzeitli ch abgegrenzt und sie werden stoffli ch, energetisch,
thermodynamisch und informatorisch kortrolliert bzw. geschlossen. Experimentell-
empirische Modell systeme verfiigen somit Uber eine materielle Komporente, die im Zuge
der Mesaung festgelegter Parameter in ein formales, numerisch-mathematisches System
kodiert wird. Die Ubertragbarkeit von Aussagen, de mittels Modell systemen gewonnen
wurden, auf nicht-geschlossene, natlrliche Systeme mit biotischen Komporenten wird
kritisch diskutiert (s. u.ll).

[1. Dynamische Simulationsmodell e

Die Entdedkung der Komplexitdt in Verbindurg mit der Entwicklung der Theorie
dynamischer Systeme hat die simultane Behandung einer hohen Zahl miteinander
verknipiter Parameter ermdgli cht. Der Erfolg dynamischer Systeme bei der Représentation
und cem Management technischer Systeme hat vermutlich entschieden dazu beigetragen,
dal’ dynamische Systeme zu dem Paradigma fur die Reprasentation kanplexer Systeme
avanciert sind, so werden technische Analogien und Maschinenmetaphern z.B. im
Programm eines "Ecologica Engineering” augenféllig.

Dynamische Systeme sind korezeptionell geschlosene Systeme, die auf der Vorstellung
von abstraktem Zustand und ldentitdt in der Zeit fulen. Dabel wird meist implizit
angenommen, der abstrakte Zustand représentiere die Esenz des abgebil deten Systems.
Dynamische Systeme verfugen tber ein definiertes, geschlossenes Set von Parametern und
sie sind al's geschichtslose Systeme ohne ausgezeichnete Zeitstell en wie Vergangenheit und
Gegenwart konzipiert. Vergangene und zukinftige Werte der Zustandsvariablen konren,
bei Kenntnis des abstrakten Zustandes, als Funktion cdes (externen, urniversellen)
Parameters Zeit berechnet werden.

Vor dem Hintergrund des Paradigmas der selbstmodifizierenden Systeme von G. Kampis
werden in der vorliegenden Arbeit dynamische Systeme kriti sch reflektiert. Dabel treffen
zwel unterschiedliche Traditionslinien aufeinander, die mit den Schlagworten "Zustand"
versus "Prozeld' bzw. "Sein" versus "Werden" charakterisiert werden konren. Der
Gegensatz zwischen statisch-geschlossenen Konzeptionen, de dynamische aer auch
experimentelle Modell systeme prégen, und einem Bild von 6kdogischen Systemen als
konzeptionell offenen Systemen wird diskutiert. Wesentlich sind dabei die evolutionéren
Offenheit 6kologischer Systeme, die interne Produktion reuer Variablen und de Emergenz
systemarer Eigenschaften, de wiederum die Abtrennung und Abstraktion des dynamischen
Tells eines 6kadogischen Systems von kortingenten Anteilen ("Rauschen”) und von ar
Umwelt des Systems alsrelativ und koringent erscheinen lasen.

Im Gegensatz etwa zu physikalischen Systemen mit stabilem Setting (z.B. in der
Astronamie) gibt es in 6kdogischen Systemen Akteure, die, -im Rahmen physikali scher
und chemischer Grenzen - Uber das Potential verfligen, Regeln in Abhéngigkeit von sich
verandernden Umweltkontexten online zu modifizieren.

Der Status von Parametern und Variablen in Modellen verdient besondere Beadhtung:
Wahrend etwa é@nige Parameter und Variablen eine material-reale Referenz (im Sinne
eines Entitétenrealismus) aufweisen konren, fulen viele Parameter auf mathematischen
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oder praktischen Erforderniseen; solche Parameter besitzen konwentionalen Charakter.
Aufgrund der Vielzahl konventionaler Parameter und aufgrund der exogenen und
endogenen Modifikation von Parametern in natrlichen Systemen wéachst tendenziell die
Divergenz zwischen den geschlossnen, dynamischen Systeme und ihrer externen
Referenz, den natirlichen Systemen. Weder eine operational-empirische noch eine
konzeptionelle Validierung der geschlossenen dynamischen Modelle ds Repréasentationen
fur konzeptionell offene Systeme ist moglich. Mangelhafte Vorhersagegite bzw.
prognostische Fahigkeiten (insbesondere auf groferen zeitlichen Skalen) und de
grundsétzliche Unmégli chkeit einer naturwissenschatftli ch-technischen Validierung fuhren
dazu, da3 dynamische Systeme Ungewif3heit hinsichtlich des Verhaltens komplexer
natUrli cher Systeme nicht ausrdumen kémen.

II1. Beispiel Stickstoff

Der terrestrische Stickstoffkreislauf und seine anthropogene Modifikation denen den
verschiedenen Tellen deser Arbeit as Anschauungsmaterial und werden in einem
gesonderten Tell vertieft: Das langfristige Retentionsvermdgen von Landschaften for
Uberschiissgen Stickstoff und urnerschiedliche Modellkonzepte und ihre Limitationen
werden dskutiert undzu Formen der Ungewil3heit und zum Vorsorgeprinzip in Beziehung
gesetzt werden.

V. Ungewif3heit und pat-normale Wissenschaft

Wissenschaftliche Ungewil3heit beruht u.a auf der mangelnden Generalisierbarkeit von
Modellen und auf der Nicht-Determiniertheit selbstmodifizierender naturlicher Systeme.
Bel der Gestatung nachhaltiger Mensch-Umwelt Interaktionen kommt eine weitere,
epistemisch-ethische Form der Unbestimmtheit hinzu: Verschiedene Unterscheidungen
und Perspektiven des jeweiligen Beobaditers fuhren zu urterschiedlichen, nicht-
aquivalenten Beschreibungen desslben komplexen Systems. Dies gilt sowohl fir
wissenschaftli che Beschreibungen (z.B. urnterschiedli che Perspektiven von Systemdkologie
und Popuationstkalogie), mehr aber noch fur lebensweltli che Beschreibungen z.B. duch
lokale Akteure und Stakeholder, die Uber spezifische Ensembles von Differenzen,
Intereseen und Werten verfiigen. Angesichts von Ungewif3heit und Perspektivitét bei der
Identifikation "relevanter” Phénomene und Parameter stellt sich die Frage, welche
Paradigmen zur Beschreibung von kamplexen Systemen undzur Behandlung vonRisiken
und UngewiRheit disziplindre, transdisziplinare und (bel der planerischen Verwendung von
Modellen) transwissenschaftliche Vaiditat beanspruchen komen. Dabei mag ein Begriff
von Validierung fruchtbar sein, der Vaidierung a's Etablierung von Legitimitdt betrachtet.
Validierung im Zwischenbereich von Natur-/K omplexitétswissenschaften undGesell schaft
wéare demnach als Kommunikationss und Aushandungsprozeld und mcht as
objektivierbare, wissenschaftliche Methode zu koreipieren. In Anlehnung an neuere
Befunde der Risiko- und Wissenschaftsforschung wird das Bild einer post-normaen
Wissnschaft entwickelt, das eine diskursive Offnung geschlossener wissenschaftli cher
(Sub-)Systeme beinhaltet. Eine Neubestimmung der Rolle von Moddlen und
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Modellbildung in eéinem paost-normalen Rahmen wird skizziert. Wahrend im System der
Wisenschaft Modelle tblicherweise unter dem Gesichtspunk von Reprasentation und
Prognose betrachtet werden, ware im Rahmen einer "Science for padlicy” die Rolle von
Moddlen as Kommunikationsinstrument hervorzuheben, sei es bel der Synthese,
Kommunikation undVisualisierung wissenschaftlichen Wissens, bei der Integration von
wissenschaftlichem und Alltags/Objektwisen oder fur das Erlernen des Umgangs mit
komplexen Systemen.
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